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Higher derivative quantum gravity in different approxima-
tions

An asymptotically safe theory of quantum gravity which includes Einstein-Hilbert
and the higher order tensor structures R? and REW in a self-consistent vertex expan-
sion is formulated and investigated in various approximations. To that end methods
from the functional renormalization group (FRG) are employed within a background
flow approximation to obtain closed flow equations for theory parameters. Differ-
ent scenarios for attractive ultraviolet (UV) fixed points are observed: Many but
not all approximations adhere one or more UV fixed points. Furthermore non-trivial
solutions which either are known from the Einstein-Hilbert truncation or only stem
from the newly introduced higher order tensor structures can be found. Moreover
the graviton 2- and 3-point functions are studied with respect to their behaviour in
momentum space. This contains a breakdown of their polynomial momentum de-
pendence for p? € [0, k] which reveals to be of low order, s.t. higher orders are
non-trivially suppressed, and an extended check of their flows concerning momentum
locality where S-projected and higher order flows turned out to be non-local. Finally
all presented results are analyzed related to their physical implications in order to be
able to suggest potential directions for successive research.

Quantengravitation mit hoheren Ableitungen in verschiede-
nen Approximationen

Es wird eine asymptotisch sichere Theorie der Quantengravitation, welche Einstein-
Hilbert und die héheren Ordnungen R? und wa in einer selbstkonsistenten Vertexen-
twicklung beinhaltet, formuliert und in diversen Approximationen untersucht. Dazu
werden Methoden der funktionalen Renormierungsgruppe (FRG) innerhalb einer Hin-
tergrundfeldndherung angewandt, um geschlossene Flussgleichungen fiir Theoriepa-
rameter zu erhalten. Es werden verschiedene Szenarien fiir attraktive ultraviolett
(UV) Fixpunkte beobachtet: Viele, aber nicht alle Approximationen, weisen einen
oder mehrere UV Fixpunkte auf. Weiterhin findet man nicht triviale Lésungen, welche
entweder von der Einstein-Hilbert Trunkierung bekannt sind, oder allein von den neu
eingefiihrten hoheren Ordnungen stammen. AuBerdem werden die 2- und 3-Punkt
Funktionen des Gravitons in Bezug auf ihr Verhalten im Impulsraum untersucht.
Dies beinhaltet eine Analyse der polynomiellen Impulsabhingigkeit fiir p? € [0, k2],
welche nur niedrige Ordnungen hervorbringt, so dass héhere Ordnungen nicht triv-
ial unterdriickt werden, und ein erweiterter Test der Fliisse beziiglich ihrer Lokalitat
im Impulsraum, wobei sich S-projizierte Fliisse und Fliisse mit hoheren Ordnungen
als nicht-lokal herausstellen. Zuletzt werden alle vorliegenden Resultate entsprechend
ihrer physikalischen Implikationen ausgewertet, um potentielle Richtungen fiir weitere
Forschungen aufzeigen zu kénnen.
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1 Introduction and outline

To study and describe gravity is one of the disciplines within physics with the longest
history. The milestone with the largest influence in the modern spirit was marked by
Einstein's theory of General Relativity (GR) [1, 2]: Classical gravitational forces be-
tween massive objects were reinvented as geometrical effects of unified space-time itself,
s.t. also massless objects as e.g. photons were detected to be sensible to gravitational
effects [3]. Nowadays general relativity has passed several tests [2, 4] and was never fal-
sified. However nature provides phenomena which are out of reach within the theoretical
framework of general relativity, e.g. black holes or the early stage of cosmic inflation.
More generally speaking, it is not clear how gravity behaves at a very high energy scale
(roughly the Planck scale mp = /fic/G =~ 10" GeV/c?) or, in other words, at a very
small length scale (Planck length lp = \/hG/c® ~ 1073 m).

Naturally small length scales are the playground of another modern paradigm in
physics, namely Quantum Field Theory (QFT). These types of theories are used to
describe the remaining three of the four known fundamental forces, i.e. the strong, the
weak and the electromagnetic force. More precisely all three are described within the
Standard Model of Elementary Particle Physics, which was perfected recently with the
discovery of the last missing particle, the Higgs boson [5]. As a matter of course an
unification of the two corner stones of modern physics is desired, but unfortunately none
of the plenty attempts was able to answer all open questions. A classical, i.e. canonical,
quantization of gravity within a perturbative expansion of the metric g, = 6, + €h,
(small € > 0) around a flat background leads to a physically very impractical situa-
tion: Renormalizability requires infinitely experiments to set all parameters appearing in
counter terms to certain values [6]. Such a theory is simply ill-defined and consequently
many different theories were proposed to solve the quantum gravity puzzle. The two
most popular ideas are String Theory and Loop Quantum Gravity, which both try to
dispense this and other problems from more fundamental first principles. In contrast
the approach pursued in this thesis is a more conservative one. The understanding of
the renormalization procedure changed a lot with time, which allowed for other ways to
think about a quantized version of gravity.

In the early days of QFT's renormalization was considered as a dubious necessity
to gain finite results, but around the 1970s that view changed. Kenneth G. Wilson
established the notion of effective field theories, which is mathematically based on the
Renormalization Group (RG) [7]. This tool allowed to assign a specific energy scale to
a field theory and to investigate its behaviour under a change of that scale. In particular
such a change can be achieved by iteratively integrating out small momentum shells,
which leads to a new effective version of the prior Lagrangian after each iteration step.
Every effective Lagrangian is accompanied with its own coupling constants, s.t. couplings
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gain a scale-dependence. The renormalization group allows to trace their flows and to
make statements about their influence on the renormalizability of an underlying physical
theory, even beyond perturbation theory: Besides the so-called Gaussian fixed point,
which corresponds to vanishing couplings, other non-trivial fixed points can appear.

At this point the Asymptotic Safety (AS) scenario comes into play [8]: The breakdown
of a perturbative treatment of general relativity is rooted in the negative mass dimension
of the Newton coupling ([Gn] = —2), s.t. it will diverge for high energy scales. But to
protect Newton's coupling from diverging, it only has to attain a non-trivial ultraviolet
(UV) fixed point (which is not reachable by perturbative calculations). The crucial differ-
ence to the Gaussian fixed point is that couplings can take finite values. Furthermore an
ultraviolet fixed point provides physical predictions: Couplings, which are not attracted
by the non-trivial ultraviolet fixed point, keep their value in the infrared (IR). Therefore
the predictive power of a theory depends on the existence of an ultraviolet fixed point
and the number of repulsed couplings at this fixed point.

To access the flows of the couplings one needs an equation, which accounts for the
scale-dependence of a theory. This can be achieved by introducing a scale-dependent
effective action constructed from the usual effective action and a scale-dependent cutoff-
term, whose evolution is covered by the Wetterich equation [9]. With this tool by hand
quantum gravity in the asymptotic safety scenario became technically accessible. The
corresponding flow equations in an Einstein-Hilbert truncation were set up at first by
Martin Reuter [10] in 1998 and numerically solved on year later [11]. A non-trivial
UV fixed point was observed and the rush about asymptotically safe quantum gravity
started. In the last twenty years several improvements and more precise truncations
were investigated which widely support the existence of a physical ultraviolet fixed point
[12, 13, 14].

Despite the progress of the last years several conceptional problems remain. The most
debated questions concern the metric split which is needed for a gauge-fixed Einstein-
Hilbert action. The background and the fluctuating metric are related by very non-trivial
relations that require approximations when it comes to actual computations. Examples
are the geometrical flow equation [15] and the far developed vertex expansion [16, 17,
18], which is used in this thesis. Vertices will be constructed not only from Einstein-
Hilbert tensor structures, but also from the four-derivative operators R? and wa, which
possess marginal couplings. Key features of the investigated system are perturbative
renormalizablility [19], a distinction of parameters appearing in the spin 2 and spin 0
components of the graviton propagator, momentum dependent anomalous dimensions,
the running of Newton's coupling extracted from the graviton 3-point function and the
running of the higher order parameters leached from different tensor projections of the
graviton 2-point function. Several physically important properties observed within the
Einstein-Hilbert truncation in a vertex expansion will be analyzed: At first the system
should feature a non-trivial UV fixed point. Furthermore the n-point functions should be
local in momentum space since otherwise a small change of scale in the UV would affect
the IR and vice versa. For Einstein-Hilbert vertices this was confirmed for the graviton
2- and 3-point function [16, 17, 20]. Besides the graviton flows behave like low-order
polynomials in the important momentum range p? € [0, k%] within an Einstein-Hilbert
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truncation, where higher order polynomials are non-trivially supressed. It is believed
that diffeomorphism invariance is in charge for this behaviour and it is expected that
including higher order tensor structures in the vertices doesn’t destroy this characteristics
but maybe slightly increases the highest order of the polynomials [18].

At last some words about the outline of this thesis: Part | is fully dedicated to the
fundamentals. The two great theories, i.e. quantum field theory and general relativ-
ity, are presented in chapter 2 and chapter 3, respectively. The focus lies on a path
integral approach to the effective action and gauge theories in chapter 2. The latter is
a connection to diffeomorphism invariance, which is discussed after having introduced
the physical concepts and mathematical foundations of general relativity in chapter 3.
In chapter 4 the basics of the functional renormalization group, including a deviation
of Wetterich's equation, are explained, beginning with the renormalization procedure
itself. The subsequent chapter 5 is about quantum gravity, i.e. the failure of a pertur-
bative treatment and the methods of asymptotic safety for pure gravity systems. Part |l
includes the setup for the presented approximations. The starting point is chapter 6,
where the vertex expansion is used to derive diagrammatic flow equations for the n-point
functions. Afterwards the vertices are constructed from Einstein-Hilbert and higher order
tensor structures. Implementing the latter into the flow diagrams leads to closed flow
equations for all involved theory parameters and anomalous dimensions. Then chapter 7
contains an insight into the computational details, in particular the working routine,
used programs, analytical forms of the building blocks, the numerical integration and
interpolation procedure and further technical challenges. The results are presented and
discussed in Part Ill, chapter 8. The findings within an Einstein-Hilbert truncation are
checked and developed. Then momentum locality of the graviton 2- and 3-point function
for higher order systems is investigated. At last fixed points and momentum dependence
are studied for two approximations: The 15t approximation only contains Einstein-Hilbert
and wa tensor structures, while the 2"¢ approximation also includes the R? tensor struc-
ture. Finally all results are summarized in chapter 9 and used to provide an outlook for
reasonable investigations in the future.
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2 Quantum Field Theory

Quantum Field Theory (QFT) plays a crucial role in understanding the fundamental
bricks of the universe. It is useful to describe elementary particles and quasiparticles as
field excitations in a quantum mechanical and relativistic way. A characteristic example
for a QFT is the Standard Model of Elementary Particle Physics.

In contrast to General Relativity (GR) the development of the first QFT, Quantum
Electrodynamics (QED), took many years and was affected by several publications, which
also led to a couple of Nobel Prices for the authors. The beginning of QED was marked
in 1927 with a publication by Paul A. M. Dirac where he described photons as quanta
of the electromagnetic field [21]. One year later Wolfgang Pauli and Pascal Jordan
incorporated special relativity [22] and Paul Dirac found the equation named after him
which describes spin % particles as e.g. the electron [23]. Another important step was
made in 1934 by Enrico Fermi and his theory of the $-decay [24] which matched with the
property of a QFT to describe the creation and annihilation processes of particles during
interactions. The main problem of QED were certain infinities which occured when
using perturbative methods. In the years 1946-1949 Richard P. Feynman [25, 26, 27],
Julian Schwinger [28, 29, 30, 31] and Shin’ichird Tomonaga® [33, 34, 35, 36, 37, 38, 39]
presented the new method renormalization to tackle the infinities. This was done by
adding specific counterterms in the Lagrangian which cancel the infinities at every order
in perturbation theory. Theory parameters (e.g. the electric charge of the electron e¢)
are then divided into bare parameters (eg) in the Lagrangian and physical quantities
(ephys = Zeg) after the renormalization procedure with some corresponding artefacts
(renormalization constant Z) at a specific order in perturbation theory.

Further progress was made by Chen-Ning Yang and Robert Mills who noticed that
QED belongs to a more general group of QFT's, namely gauge theories, and more
precisely to abelian gauge theories. Yang and Mills also gave the first non-abelian gauge
theory, Yang-Mills theory, which was named after them [40]. In the following more
complex ideas entered new theories to gain an understanding of the weak interaction.
Most importantly spontaneous symmetry breaking proposed by Yoichiro Nambu? in 1960
(allows the description of physical theories with a symmetry in the Lagrangian which is
broken when the system takes its vacuum state) [42] and the Higgs Mechanism (explains
how gauge bosons can gain a mass term by interacting with the Higgs field which
spontaneously breaks the symmetry of the underlying Lagrangian but doesn't spoil its
gauge invariance) introduced by a couple of theoretical physicists® in 1964. This led to

1The three theoretical physisists won the Nobel Prize in Physics in 1965 "for their fundamental work
in quantum electrodynamics (QED) [...]" [32]

2Nambu got the Nobel Prize in Physics in 2008 "for the discovery of the mechanism of spontaneous
symmetry breaking [...]" [41]

3Most prominently Francois Baron Englert [43] and Peter Ware Higgs [44] who obtained the Nobel
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2.1. Feynman's Path integral formulation

the unification of electromagentic and weak force to the electroweak interaction in 1959
founded by Sheldon Lee Glashow [46], Abdus Salam [47] and Steven Weinberg,* [49]
who incorporated the Higgs mechanism in 1967.

In parallel another fundamental theory came to several breakthroughs: Quantum Chro-
modynamics (QCD). In 1961 Murray Gell-Mann® found a scheme (the eightfold way) to
organize the multiple hadrons found till then [51]. He also postulated the quarks as the
constituents of hadrons in 1964 [52]. One of the two key ingredients of QCD, asymptotic
freedom (interaction strength decreases asymptotically for an increasing energy scale),
was postulated by David Gross, Frank Wilczek [53] and David Politzer® (independently)
[55] in 1973.

QCD and the electroweak interaction build up the Standard Model. Its last building
block, the Higgs boson, was found in 2013 at LHC (at CERN) [5]. Today important
questions among many others concern the unfication of the weak and the strong inter-
action, which is called a Grand Unified Theory (GUT), and the quantization of gravity
(Quantum Gravity, see chapter 5).

A more comprehensive view on the history of QFT can be found in [56, pp. 1 -
48] (with early mathematical ideas) and [57]. The following two sections recap the
main points of QFT which are necessary to continue. They are mainly taken from
[56, 58, 59, 60].

2.1 Feynman’s Path integral formulation

As usual in physics there are several possibilities to access a physical problem. In QFT
one can mainly choose between two popular approaches: Firstly the canonical formalism,
which quantizes classical fields in the Hamiltonian by promoting these classical fields to
field operators with help of the known canonical commutations relations from Quantum
Mechanics (QM). This technique is more intuitive from a technical point of view but a
more profound insight in physics at high energy scales is denied. The second approach
is the path integral formalism. It's central idea applies not only to QFT but already to
QM.

Consider a particle moving from a point A to a point B. In classical mechanics its
Equation of Motion (E.0.M.) can be found with the principle of stationary action. The
simplest case, a freely moving particle, leads to the motion along a straight line which
connects A and B (cf. Figure 2.1).

In Quantum Mechanics the situation is a bit more complicated. A quantum particle can
take every possible trajectory which connects A and B (cf. Figure 2.2). The description

Prize in Physics in 2015 "for the theoretical discovery of a mechanism that contributes to our
understanding of the origin of mass of subatomic particles [...]" [45]

“All three gained the Nobel Prize in Physics in 1979 "for their contributions to the theory of the unified
weak and electromagnetic interaction between elementary particles [...]" [48]

5Gell-Mann gathered the Nobel Prize in Physics in 1969 "for his contributions and discoveries con-
cerning the classification of elementary particles and their interactions" [50]

6The three shared the Nobel Prize in Physics in 2004 "for the discovery of asymptotic freedom in the
theory of the strong interaction" [54]
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2.1. Feynman's Path integral formulation

Figure 2.1: Movement of a classical par- Figure 2.2: Movement of a quantum
ticle particle

of the quantum particle doesn’t assume a sharp trajectory 7(¢) anymore, this concept
gets replaced by a probability density p(7,¢) which gives the probability to find a particle
at B = (t3) when it started at A = 7(¢1). This probability density is constructed from
some complex amplitude A(7,t) via p(7,t) = |A(7,t)|>. The amplitude then follows
by summing over all possible paths where each path is weighted with a phase factor
containing the usual action S divided by the reduced Planck constant A

AT ) =) eis. (2.1)

paths

This suppresses paths which strongly differ from the classical path in the following way:
In the complex plane % is the argument (polar angle) of each complex amplitude. For
paths far away from the classical one (cf. path B in Figure 2.3) the action strongly
varies for variation paths (paths A and C) s.t. the angles of this variations average out
and result in a small amplitude .4; which doesn’t contribute. In contrast for paths near
the classical path (cf. path B in Figure 2.4) the phases are small for variations (paths A
and C) since the action S takes its extremum in this region and the amplitudes add up.
Therefore A, strongly contributes to the particle motion.

7(t1) 7(t1)

Figure 2.3: Paths away from the classical Figure 2.4: Paths near the classical
path: Amplitudes cancel each path: Amplitudes get added
other out; from [61, p. 9] up; from [61, p. 9]

Altogether this leads to a generalization of the principle of stationary action: The
path integral. The main advantage of this approach is its simplicity when it comes
to calculations. Coordinate transforms (important for relativistic computations) can be
done directly and the Lagrangian instead of the Hamiltonian enters the path integral.
Also deep connections between QFT and statistical field theory can be found. The prize
to pay is that the path integral is mathematically not well-defined.

12 Chapter 2. Quantum Field Theory



2.1. Feynman's Path integral formulation

Although both formulations of QFT are equivalent the convergence of the path in-
tegral is not proven in a strict manner. From a mathematical point of view the path
integral therefore has more a heuristic character. Anyway its importance for physics is
unquestioned. Therefore we proceed with presenting the main concepts. Note that from
now on all calculations are done in natural units A = ¢ = 1.

The path integral in QM and QFT
In QM the main question is how one can write the transistion amplitude from an initial
state |z;) at ¢; to a final state |xf) at ¢;, where |x) ist an eigenstate of the position
operator & with corresponding eigenvalue x. By using the time evolution operator U

follows (cf. eq. (2.1))

(e | O (te, 1) | 23) = / Da i (2.2)

where N is some normalization constant. This can be directly generalized for further
inserted position operators (t, > t,_1 > ... > t1) by switching to Heisenberg picture

(xe, te | 2(tn)... (t1) | mi, ;) /Dxm (ty) el (2.3)

Of special interest are vacuum amplitudes s.t. one needs to project this on the vacuum
denoted by |0). When including time ordering 7' and normalization w.r.t. the vacuum
(N drops out) one will end up with

pay sy = OIT 80 8(t) [0) _ [ Dra(t).alty) 5
(T (t)... 2 () = 0 - (ETrE L (24)

where S needs an additional e-term which comes from the projection procedure and the
measure has to be read as

Dx = dei. (2.5)

The QFT version of eq. (2.4) with fields ¢ instead of coordinates follows straightfor-
wardly to be

- oy = (01T @) p(x) | 0)
(T @(1)... p(n)) = 010)

[ Dop(xy)... p(z,) e
- ngp eis[%’] '

(2.6)

A detailed derivation (the so-called time slicing method) of the path integral can be
found in [58, pp. 275 - 282]. Note that the operator hats will be dropped from now on
to improve readability.

Chapter 2. Quantum Field Theory 13



2.1. Feynman's Path integral formulation

Wick rotation
All functional integrals from before are defined with complex measures dy e?*¥]. This
can be brought from Minkowskian space into Euclidean space by performing a so-called
Wick rotation for the time component zy. The latter is defined as

(xo)m — —i(xo)E, (2.7)

which is nothing but a rotation in the complex plane (cf. blue arrows in Figure 2.5).

L(.’ro)E

A

P> » (zo)m

Y <« Wick rotation

Figure 2.5: Wick rotation

After some mathematical intermediate steps this causes

i (S[e)m — —(S[e))e (2.8)

in the exponent of the path integral and converts all complex measures into statistical
ones. Henceforth only Wick rotated quantities are used.

Functional calculus
The mathematical tool in use for all further computations is functional calculus, which
is nothing but infinite dimensional vector calculus. Every physical field ¢(x) with a d
dimensional continuous parameter x = (z1, ..., z4) lives in an infinite dimensional vector
space. Inner products are defined as

J o= /ddaﬁ J(x)p(x), (2.9)
where the former will be used as shorthand notation in the whole thesis (note that in most

cases d = 4). Furthermore a linear operator K (z,y) needs an additional integration to
act on a field ¢(x) as

(K - ¢)(z) = /ddyK(:r,y)w(y)' (2.10)

From this one can derive two useful rules for functional differentiation.

14 Chapter 2. Quantum Field Theory



2.1. Feynman's Path integral formulation

1. Functional derivatives of fields:
dp(z)

= 6z — 2.11
o =0 =) (211)
2. Functional derivatives of inner products:
) 2.9) 0 d (2.11)
0 :—/dy y)U(ly) =" Yv(x 2.12
om0 E o [ e 2 ue) (212)

Generating functional and Schwinger functional
The generating functional is defined as:

Z[J] = /Dgo e l¥I+/¢  Generating functional (2.13)

There the shorthand notation was already used. From this expression all n-point corre-
lation functions can be calculated by taking functional derivatives w.r.t. the source term
J(x) at vanishing sources

! 5" Z1J]
(p(en)-plan)) = Z[0] 67 (1) ... 07 (@n) |,y

(2.14)

where the prefactor ensures that vacuum contributions don't appear in the correlation
functions.

To exclude all disconnected correlation functions another quantity can be defined, the
Schwinger functional. It is related to the generating functional via a logarithm:

WIJ] =1InZ[J] Schwinger functional (2.15)

One only gets connected correlation functions since e.g. for the 2-point correlation
function follows

2 WI[J] 215 (1 62 Z[J) 1 o0Z[J) 1 6Z|J]
§J(x1) 0 (x2) |,y <Z[0] 5J(x1)6J(xs)  Z[0] 6J(x1) Z[0] 5J(x2)> o
"2 (p(a1) () — (p(@1)) (p(a2) (2.16)

This comes handy because the propagator is nothing but the connected 2-point function.

Effective action and Quantum E.o.M.
After having introduced the generating functional for general n-point correlation func-
tions and the Schwinger functional for connected correlation functions a third quantity
can be defined: The effective action which generates one particle irreducible (1PI) cor-
relation functions. It is defined as the Legendre transform of the Schwinger functional:

I'[¢] =sup(J-¢—W][J]) Effective action (2.17)
J
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2.1. Feynman's Path integral formulation

To understand the meaning of the new field ¢ let's evaluate eq. (2.17) at the supremum
J = Jeup, S.t. the "sup" in eq. (2.17) can be dropped. Taking a functional derivative
w.r.t. J then leads to

oT[¢) 5 W)
5|, S e Wl 0 =0- S50
W IJ| (.16

o= W0 ) (2.18)

Therefore the field ¢ is equal to the expectation value of the field ¢ when an external
source J is present. One can also take a functional derivative of eq. (2.17) w.rt. ¢
which leads to:

orl9]
09

This reveals the crucuial role of the effective action I'[¢] in QFT: It describes the evolution
of the field ¢ while encountering all quantum effects. Its relation to the action S|y] is
rather fundamental then technical. The derivation begins with using eq. (2.18) to
interpret ¢ as a background field. Therefore ¢ can be treated as a fluctuation around
this background field ¢ which can be implemented by shifting ¢ — ¢ + ¢. After various
steps and using eq. (2.19) one finds

=.J Quantum E.o.M. (2.19)

e Tlel — /D@ e—s[¢+w]+5§—fﬂ¢_ (2.20)

In principle eq. (2.20) is a closed equation for the effective action I'[¢]. Finding a
solution is limited due to its complexity. Thus an approximation scheme is needed: A
convenient ansatz is to use a saddlepoint expansion for the action S[¢ + ¢] around S[¢]
in loop-orders

Sto+ el = Slol + [ s (@) (o)
—l—%/ddxddygp(x) S®(z,y) o(y) + ..., (2.21)
wherein
SA(z,y) = % (2.22)
In the end one obtains
(8] 11000 = ST0] + %Tr In S@[¢] (2.23)

as a 1-loop approximation. Therefore one gets back the classical E.o.M. from eq. (2.19)
at lowest order (I'[¢] = S[¢]) and vanishing sources (J = 0).
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2.2. Gauge theories

2.2 Gauge theories

A special case of QFT's are gauge theories which play a crucial role in elementary particle
physics, e.g. QED is a gauge theory. In general the fundamental equations of physical
theories involve several mathematical setups that describe one and the same physical
setting.

Classical analogue
As an intuitive illustration consider an electron e~ at rest in classical electrodynamics.
This electron is surrounded by his electrical field (cf. Figure 2.6)

ol g P (2.24)

— 7
Aregrd

with 7 = |7], which can be translated into an electric potential V'(r) (cf. Figure 2.7) via
E(7) ==V V(r). (2.25)
Obviously the electric potential V' (r) follows from some integration procedure

Vi(r)= L <, (2.26)

dmegr

s.t. an arbitrary integration constant a appears that can be regarded as an additional
gauge degree of freedom. Of course all physical situations are completely independent
of the actual value of a. It can be fixed by chosing a reference point & where the electric
potential vanishes’ V(r = z) = 0.

Electric field

Spheres of equal ™ s
electric potential

Figure 2.6: Electric field £(7) of an Figure 2.7: Electric potential V (r) of an
electron electron with a gauge pa-
rameter a

"The common literature mostly uses V(r — 00) =0 s.t. a=0
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Mathematical background
Mathematically gauge theories are constructed as follows: The Lagrangian £ of a gauge
theory is invariant under some local® gauge transformation U(x). These transformations
form a Lie group G with dimension dim(G) that is the symmetry group of the underlying
theory. The group generators T of the Lie group naturally fulfill a corresponding Lie al-
gebra g, i.e. the algebra of infinitesimal gauge transformations w(x). One can determine
the Lie algebra by a Lie bracket, which is in this case the well-known commutator

[T, T =i feeT, (2.27)

where %€ are the so-called structure constants. In addition each group element g € G
can be written as

dim(G)
g=exp | —ig Y o°T"]. (2.28)

a=1

For every group generator T one can find an associated gauge field A*(z) (in most
cases a vector field) which describes a gauge boson. In the Standard Model gauge bosons
mediate fundamental forces between matter particles. Mathematically this is achieved by
coupling gauge bosons to matter fermions in the Lagrangian £. Depending on the values
of the structure constants f® one can distinct between two types of gauge theories:

1. Abelian gauge theories: % = 0V{abc} s.t. in eq. (2.27) follows [T, T] = 0.
The most prominent example is QED where G = U(1) which implies dim(G) = 1
and T* = T € R. The gauge boson is the photon v and the gauge field is the
electromagnetic 4-potential A*(z).

2. Non-Abelian gauge theories: ¢ £ (0 for some {abc}. E.g. in QCD the
symmetry group is G = SU(3). The structure constants follow as f¢ = eec
which is the usual fully antisymmetric e-tensor and the generators are related to
the Gell-Mann matrices \* via T* = %)\“. Finally one gets out 8 gluons ¢ as gauge
bosons.

All considerations culminate in the Standard Model of Elementary Particle Physics with
an underlying symmetry group U(1) x SU(2) x SU(3) which leads to a total of 12 gauge
bosons (1 photon v + 3 weak bosons W, Z° + 8 gluons g).

Yang-Mills theory and Faddeev-Popov procedure
Of special interest in this thesis are non-abelian gauge theories since the quantization
procedure of gravity refers to the symmetry group of GR, which is of the non-abelian
type. To describe their behaviour more precisely consider the generalization of QCD

8In this case local designates a space-time dependent gauge parameter, in contrast global denotes a
constant gauge parameter
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(SU(3)) and the weak interaction (SU(2)): Yang-Mills theory (SU(N) with N € N).
The Lagrangian Ly is in general given by:

1
Lom = _ZF;V F*"  Yang-Mills Lagrangian (2.29)

There a denotes a group index, uv represent space-time indices and F};, is the field-
strength tensor which is defined as

Fo (A) = 9, A% — 9,A% + g Ab AC. (2.30)

Note the appearance of the structure constants in eq. (2.30) which signals the possible
non-abelian behaviour. The Lagrangian Ly is invariant under the following local gauge
transformation U(x) for the 4-potential

Au(r) B AV (2) = U (@) Au(@)U () + éU(:c)&uUT(x). (2.31)

In a naive way a generating functional should be obtainable as usual with only one slight
correction: Since the gauge field AZ(x) carries a group index a the corresponding source
must also posses one. Therefore should follow

Z1J] = / DA e SmtIpas, (2.32)

But now the key ingredient of gauge theories comes into play and complicates the
whole situation: Gauge transformations connect different gauge fields in such a way
that they lead to the same physics. Therefore eq. (2.32) overcounts these gauge field
configurations. To cure this problem consider the space of all gauge fields M (cf. green
oval in Figure 2.8). Gauge fields, which are equivalent under gauge transformations, lie in

space of all integration over
gauge fields gauge orbit

gauge equivalent
fields lie in the same
orbit under gauge
transformations

one representive
per gauge orbit

Figure 2.8: Integration over one representation per gauge orbit

the same orbit s.t. M consists of many orbits (black lines). Tthe integration procedure
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(blue line) should pick only one gauge field per gauge orbit (red dots)’. Therefore the
gauge has to be fixed which can be achieved by a gauge fixing condition: For a given
A € M should hold

F%[A% =0 for some unique g € G. (2.33)

To implement this one can include a "1" in (2.32) in the following way
1= [ dulgl F(a7)) L7 (234
g

where L(A9) = det(‘SFZ—(gAg)) is the Jacobian, dulg] is the measure on G (integration
goes over all group elements g) and A9 indicates a gauge transformation on a gauge
field. Inserting eq. (2.34) in eq. (2.32) and using eq. (2.33) and the gauge invariance

of the action S and the measure D4 leads to

210 = / DAGS[F(A)] det App St 34 (2.35)
wherein
FoA
det AFP = det (—5 (S/l(b ) . ch) (236)
n

is the so-called Faddeev-Popov determinant. Now the two factors in the integrand can
be converted into additional actions:

1. Introduce the so-called (grassmannian) ghost fields ¢*(z) and ¢*(x) with sources
n%(x) and n*(z) to rewrite the Faddeev-Popov determinant as

det App = / DéDeeSanled], (2.37)
where Sgc, ¢ denotes the ghost action

Sghlc, €] = —/ddazéa(:z:)(AFp c(x))®. (2.38)

2. The d-functional can also be translated into a gaussian exponential when intro-
ducing the so-called gauge-fixing parameter &. After some mathematical steps one
can use the replacement

S[F(A)] — el (2.39)

with the gauge-fixing action
1
Seli] = 3¢ / d'z FY(A) FO(A). (2.40)
Putting all together finally leads to the gauge-fixed generating functional

21,7 = / DADE De e Sm—Su—Sart g A -eh—zeore (2.41)

9This is not alway true (known as the Gribov-Problem), for more details see [62]
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3 General Relativity

General Relativity (GR) is one of the pillars in modern physics. Its key ingredient is the
description of gravity as a geometric property of unified space-time. After years of work
on this subject’ and a stunning battle of wits against David Hilbert?, Albert Einstein
found the equations of GR in November 1915 [1]. A first review article was published a
half year later by Einstein too [2].

Up to date GR is one of the best tested theories of mankind. It did not only passed
the three classical tests® proposed by Einstein himself, but also implicated theoretically
the existence of gravitational waves which were found after almost 100 years of research
in 2015 at LIGO [4].

The four sections below are mostly taken from [68, 69, 70, 71, 72] and can be seen
as a quick reminder of GR which is essential to proceed.

3.1 Principles and conventions
According to Einstein GR is based on three principles [73]:

1. General principle of relativity: All physical laws are the same for all reference
systems, i.e. all physical laws are covariant.

2. Equivalence principle: Gravitational and inertial mass are identically the same,
i.e. the metric g,,, determines the gravitational and the inertial behaviours in the
same way.

3. Mach’s principle: The gravitational field is only determined by the stress energy
tensor 7),,,.

The first two principles are definitely fulfilled by GR since they are implemented math-
ematically. In contrast the question if Mach’s principle is fulfilled in GR is more a
philosophical one and is discussed since then®.

The mathematical basis for GR are Pseudo-Riemannian manifolds® which represent
curved space-time and generalize the well-known Euclidean space , i.e. the flat space.
Thereupon physical observables can be linked to certain mathematical objects from

!Einstein published four more articles about his ideas concerning general relativity [3, 63, 64, 65]

2For a historical point of view and a decision in the priority dispute see [66, 67]

31. Gravitational redshift of light [2, p. 820], 2. Deviation of light by massive objects, e.g. the sun
[2, p. 822], 3. Perihelion precession of mercury [2, p. 822]

*An overview over recent positions can be found in the first chapter of [74]

5ds? doesn't need to be positive-definite

Chapter 3. General Relativity 21



3.1. Principles and conventions

differential geometry. In the following all needed mathematical expressions will be intro-
duced and shortly explained. Additionally certain conventions which naturally differ in
the wide field of literature will be fixed.

1. Metric g,,: Symmetric tensor which describes the space-time geometry. It can be
linked to the Newtonian gravitational potential ]59 = —ﬁgb by using the weak-field
approximation. Also it is employed to raise and lower indices. Here it is used with
the sign convention g, = diag(—1,1,1,1).

2. Contravariant 4-vector: Vector with 4 (1 time + 3 space) components which
transforms under Lorentz transformation A from a coordinate system S to another
coordinate system S’ as

zt — 't = Aba¥. (3.1)
It can be linked to a covariant vector via the metric

ot = g™, (3.2)

The notation is given by z# = (20, 21, 2%, 23) = (ct, z,y, 2).

3. Christoffel symbols: The role of an affine connection is played by the Christoffel
symbols which allow to measure distances on a curved manifold. A Christoffel
symbol Fgﬁ is not a tensor and can be thought as the projection of dze, on e
(change of an unit vector in one direction projected onto another direction). It
can locally be written in terms of the metric as

g
Fgﬁ = 7(80[951, + agg,,a — 8,,ga5). (33)
If the manifold is torsion-free the Christoffel symbols are symmetric in the lower

two indices. The analogon in Newtonian gravity is the gravitational acceleration

g'=-0.

4. Covariant derivative: The partial derivative 0, doesn't transform covariantly
under a general coordinate transform. This is due to the fact that a derivative of
a vector field v(z) on a curved space-time has 2 contributions: First the change
of the vector components themselves (the usual partial derivative) and second the
modifaction of the basis system, which can be written in terms of the Christoffel
symbols as

Dyz” = 0" + 17, 27, (3.4)

where the order of the two lower indices is only important for manifolds including
torsion.

22 Chapter 3. General Relativity



3.1. Principles and conventions

5. Riemann curvature tensor: Describes the curvature of a manifold which can't
be transformed away by coordinate transforms. It can be characterized as the
commutator of covariant derivatives acting on a contravariant 4-vector

R, x5 =[D,,D,)z* = (D,D, — D,D,,) z". (3.5)

The Riemann curvature tensor obeys some symmetry relations and the two Bianchi
identities s.t. it has 20 independent tensorial components in 4 dimensions. In
Newtonian gravity it is connected to the tidal field 997¢ and it is possible to
express it with the Christoffel symbols as

Raﬁry& = a’YFOé(Sﬁ - 8§Fa,yﬁ _|_ FV(Sﬁ FOé’YV i Fu,yﬁ Oé(sl/. (36)

6. Ricci curvature tensor: Measures the deviation of the volume of a sphere on
a curved manifold compared to the normal sphere in Euclidean space. In GR it
contains the full information about space-time curvature and is related to matter
via the Einstein equations. The Ricci curvature tensor is simply the contraction
of the Riemann curvature tensor with the metric

Ry = ¢ Ry = R0, (3.7)

In addition it has 10 independent tensorial components in 4 dimensions and is sym-
metric in the lower to indices. It can be linked to the Laplacian of the gravitational
potential A¢ in the Newtonian case.

7. Ricci curvature scalar: One can get the Ricci curvature scalar by contracting
the Ricci curvature tensor with the metric again

R=g"R,, =R, (3.8)

This gives a number which indicates in which way the manifold is curved: R =0
is valid for Euclidean space, R > 0 for manifolds with positive curvature, e.g. the
2-sphere and R < 0 for manifolds with negative curvature, e.g. a saddle.

8. Diffeomorphism: Let's begin with the general definition of a diffeomorphism.
Let M and M’ be two manifolds and ¢ : M — M’ with ¢ € C'°™° a map between
them. ¢ is a diffeomorphism, if ¢ is a one-to-one bijection and its inverse ¢! :
M' — M with ¢~! € C exists. Accordingly the two manifolds M and M’ are
called diffeomorphic, if there exists a diffeomorphism between them. Thinking in
geometry a diffeomorphism does the following: A tensor T'(p) which is evaluated
at the point p € M is pushed forward to T"(p’) == ¢ T'(p) with p’ € M’, while the
coordinate values won't change (= coordinate basis is pulled back accordingly),
st. 2(p') = x*(p) holds. Hence a diffeomorphism is an active coordinate
transformation since spatial points change but coordinates do not.

In the case of GR the group of diffeomorphisms is a one parameter group (the
parameter is usually denoted by A, the pushforward map by ¢,) and has a very

Chapter 3. General Relativity 23



3.1. Principles and conventions

important meaning: It forms the gauge group of GR. More details about the
implications will be given in section 3.4.

If the infinitesimal version of a diffeomorphism has a pushforward (up to 1°* order)

ot =yt =2t +ntdA, (3.9)
where n#(x) = %i; is the tangent vector field of x* along changes in A then the

coordinates x* have to change accordingly as
ot — o =t — ptd, (3.10)
s.t. M (p') = x*(p) is fulfilled.

9. Lie derivative: Asking how an infinitesimal diffeomorphism acts on tensor, e.g.
on the metric, directly leads to the idea of the Lie derivative. As before but now
infinitesimally a tensor 71" transforms under a diffeomorphism as

T =T =T, (3.11)

wherein a finite A\ is used for the following definition of the Lie derivative. One
can now define a linear quantity which measures the absolute difference between
the transformed tensor 7" and the untransformed tensor 1" for small group param-
eter changes A), i.e. different particular diffeomorphisms, which is the so-called
Lie derivative. In full analogy to the classical differential quotient it is defined as
L o T(2) — T(2)

ﬁn I= Ali—>0 AN ’

(3.12)

where the shorthand notation 7" = T}~/ was used. Obviously a (i, ) tensor
is mapped to a (7, 7) tensor. The lower index 7 of the Lie derivative £, denotes
that a tensor T is pushed forward along the tangent vector field n#(x). As maybe
already suggested by the previous procedure an infinitesimal diffeomorphism is
generated by a Lie derivative. Assuming the same pushforward as before (given in
eq. (3.9)) one therefore finds for the transformation behaviour of a tensor 7'

T—T =T+ L, TdA. (3.13)

It is possible to write out a Lie derivative locally which entails a deeper insight on
its functionality. E.g. for the metric g, holds

Ly = 009 + gorOutl” + gusOun” . (3.14)
~ pushforward ~ puIIbacrco. trafo.

Here one can see that the contrast between covariant and Lie derivative: While
the former uses the affine connection (V ~ 0g) the latter uses the tangent vector
field (£ ~ 0n), s.t. the Lie derivative is truly coordinate independent.
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3.2 The Einstein equations

The heart of GR are the Einstein equations. They are designed to fulfill in principle 5
properties’:

1. 2" order differential equation: 2" derivatives of the metric, i.e. some type of
curvature, are linked to the source (as the Poisson equation does in the Newtonian
case).

2. Divergence-free: Energy-momentum must be covariantly conserved (< Covari-
ant derivative of the Einstein equations must vanish).

3. Local field equation: Only parts of the curvature, i.e. Ricci curvature, can be
constrained by the source.

4. 4 space-time dimensions: Enough degrees of freedom are needed for gravity to
propagate.

5. One dynamical field: The metric is the only dynamical field.

Only two tensors besides the stress-energy tensor fulfill the requirement of vanishing
divergence: The metric g,,, and the so-called Einstein tensor which is defined as

1
Guy = Ruu - ERQMV- (315)

After respecting all demands the result is:

G

G +Agu = 7TW Einstein equations (3.16)

Therein A is the cosmological constant, G Newton's gravitational constant and ¢ the
speed of light.

The set of 10 equations relate symmetric 4x4 tensors to describe the behaviour of
space-time geometry, but to find trajectories of particles in a particular geometry another
equation is needed: The geodesic equation. A geodesic is defined as a curve which
parallel transports its own tangent vector along the curve. In Euclidean space this would
be a straight line, in curved spaces more complex curves arise. Freely falling motion
proceeds exactly on such a geodesic and is depicted by

it +T" i = 0. (3.17)

Of course on gets back Newton's law in the non-relativistic limit v < ¢ and for weak
fields.

b1t can be shown that the Einstein equations are general under these assumptions, cf. [75]
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3.3 The Einstein-Hilbert action

To arrive at the Einstein equations one can also start from a proper chosen action and
use the principle of stationary action, which can be generalized from classical field theory
to GR, to find the Einstein equations as the corresponding equations of motion. Finding
a convenient action requires the integral measure to be covariant which is generated
by a factor of /—g where g = det(g,,). Also all terms are either proportional to
[ d*z\/=g or proportional to the only possible scalar which involves 2" derivatives of
the metric: the Ricci scalar [ d*z\/—gR. The right action to start with is the so-called
Einstein-Hilbert action which is a composition of a gravitational action

1
Se =5, /d4x\/_—gR (3.18)

where Kk = 8’CT—4G, an action which involves all matter fields denoted by the Matter La-

grangian Ly

Sm = /d4x\/—_g£.v| (3.19)

and a term for the cosmological constant

1
Sy = —E/d‘lx\/_—g/\. (3.20)

The Matter Lagrangian defines also the stress-energy tensor as the response of the
system to a variation in the metric via

_ —2 0(V/=gLwm)
T, = Ve (3.21)

In addition follows:

1
Sey = /d4x«/—g {Q—(R —2A) + Ly Einstein-Hilbert action (3.22)
K

Intuitively the gravitational action alone leads to the vacuum field equations with 7},, =
0. To get the full Einstein equations one needs to start with the whole Einstein-Hilbert
action, vary with respect to the inverse of the metric and force this to be zero

O0SEH 1 0S¢ 0Sm  0Sa
59#’/ =V 59#’/ + 59/“’ + 591“/

= 0. (3.23)
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3.4 General covariance and diffeomorphism invariance

Transferring the deeply physical general principle of relativity to mathematics leads to
the concepts of general covariance and diffeomorphism invariance. Both are key proper-
ties of GR and are used synonymously. For a better understanding of the mathematical
basis of GR a detailed overview is given in the following section.

General coordinate transformations and general covariance
The term general covariance denotes the circumstance that GR is invariant under general
coordinate transformations, i.e. that there doesn't exist a favored coordinate system
for describing physical processes. It is very important to be precise at this point: The
outstanding feature of GR is not coordinate invariance. The latter is already implemented
in special relativity and even in classical mechanics. Essential is that GR goes one step
further, i.e. that the prior concept of coordinates, namely geometry in terms of the
metric, doesn't need to be fixed at all. In other words: GR doesn't need preset geometry.
Therefore a general coordinate transformation, i.e. a transformation which can include
changes in the metric, leaves GR invariant and special relativity or classical mechanics
not.

Although the statement that GR is generally covariant seems to be very clear and
appealing from a physical point of view a more mathematical treatment is indispensable.
A general coordinate transformation is simply given by

zt — 2™ (z), (3.24)
which is as general as possible. To write down the transformation rules for all classes of
mathematical objects let's introduce the Jacobian J}* and its inverse J* as usually

ox'* ozt
Yz = H —=
JI D and J/ e

The following transformation rules for scalars, vectors and tensors are listed below.

(3.25)

1. Scalars: These are genuinely invariant under general coordinate transformations,

S(x) = S'(z") = S(x). (3.26)

2. Vectors: Covariant and contravariant vectors transform likewise but with different
Jacobians

Vi(z) = V(') = V() J¥ and V() = V(2) = Va(x)J;. (3.27)

3. Tensors: Obviously each upper/lower index transforms with a normal/inverse

Jacobian s.t. for a (i, j) tensor holds
T () - T (af) = T50 () e T, (328)

V1.5V yeeesVj JERN e 73 V1,..5V5

For later use the explicit transformation behaviour of the metric g, is given here

9 (%) = 910, (2) = gas(@) I3 T (3.29)
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To argue that GR is invariant under general coordinate transformations one can pursue
the following two ways:

At first a short analysis of Einstein's equations eq. (3.16): Involved quantities are
scalars (A, G and ¢*) and rank four tensors (G, g, and T,,). The former don't
transform and the latter transform identically s.t. the two appearing Jacobian's (normal
and inverse) can be factored out which gives Einstein's equations in the new coordinates
a2’ again.

Second a check of the Einstein-Hilbert action eq. (3.22). Here one has two quantities:

e As mentioned before the 4D volume element d*z alone isn't invariant. A transfor-
mation of a volume element always acquires a determinant of the corresponding
Jacobian matrix. With this fact and using eq. (3.29) follows that the integral

measure
axlo'
det ( ) ‘

/d4x\/ — /d4 x4/ —det(g],)
:/d4m\/— det(gag(]ajf) det(J7)?
/ d'y/— det(gas J2 J5) [ det( T 1)

/d4:1:\/ \/det ) det(J)7) \/det JP) det(J2F)

J/

_ / d*zy=g ) : (3:30)

is in total invariant.
e The integrand 5-(R — 2A) only consists of scalars and is therefore invariant.

Therefore the Einstein-Hilbert action is also invariant under general coordinate transfor-
mations.

Diffeomorphism invariance
Another possibility of expressing the absence of prior geometry in GR is diffeomorphism
invariance. The advantage of this representation is the facility of a more clear treatment
of mathematical implications. Also the real key feature of GR seems to be more appar-
ent. To that end let's begin with a qualitative perspective: Suppose a physical system
is described by a manifold M endowed with a metric g, and some matter denoted by
a matter field . Then diffeomorphism invariance means that given a group of diffeo-
morphisms ¢, with pushforwards ¢3 one gets two representations of the system, namely
(M, g, V) and (M, @5 g, &5 V), which are physically equivalent. This is exactly the
idea behind a gauge symmetry and not surprisingly the one-parameter group of diffeo-
morphisms is the gauge group of GR. As seen in section 2.2 this entails a very careful
treatment when quantizing gravity: Gauge equivalent configurations must be sorted out
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in the path integral using the Faddeev-Popov procedure, i.e. a gauge-fixing and a ghost
action have to be introduced. This will be done in section 5.3.

In a final step the diffeomorphism invariance of GR is shown. For this reason have a
look on the Einstein-Hilbert action eq. (3.22) again. Interestingly the integral measure
isn't invariant under diffeomorphisms, but indeed the 4D volume element is, since the
coordinates don't change. The integrand is a composition of scalars which can be
abbreviated as S := 3~ (R—2A). According to eq. (3.13) an infinitesimal diffeomorphism
changes the metric as

Guw = G = G + G (3.31)

with 69, = L, g Therefore diffeomorphism invariance is encoded in demanding

5Sen = Ly Sen = 0. (3.32)

Since the Lie derivative satisfies Leibniz' rule on gets
8Sen = /d%ﬁn(\/_—gS) = /d%; ((577\/—g)ks*+\/—kq(£77 S)). (3.33)
For the 1°* term holds using §,/—g = %\/—g g"0g,, and 09, = Ly, g

Lov/—g =" 2_9 9" L0y G- (3.34)

The Lie derivative of the metric (given in eq. (3.14)) can be expressed with covari-
ant derivatives if the underlying manifold is torsion-free (75, = 0) and has an affine
connection (D,g,, = 0), which is justified for GR, as L, g,.,, = D1, + Dy, s.t.

Lov/=0 = Y52 (¢ Do + 9" Do) = V=4 (Do) (3:35)

holds. The 2" term in eq. (3.33) can be obtained by considering the Lie derivative of
a scalar field which is simply

L,S=n"D,)Ss. (3.36)
Combining egs. (3.35), (3.36) and (3.33) and using the covariant Gauss' law leads to
5Sen = / diz /=g (mvus n SDW“) - / d*z V=g D, (S 77“)
:/d3A#<snﬂ>, (3.37)

wherein d3Aﬂ is the 3D surface element. The boundary condition n* = 0, i.e. a shift
along n* on the boundary vanishes, finally entails the desired result 6Sgy = 0.
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This chapter is dedicated to the Functional renormalization group (FRG). In principle
FRG is a continuation of Wilson's idea of the renormalization group (RG) which presumes
the known functional methods of QFT (c.f. section 2.1). The result is a method
which allows to construct a smooth flow from the quantum laws on a microscopic
scale to physically observable phenomenons on macroscopic scales. The mathematical
cornerstone of FRG is the Wetterich equation, named after the german physicist Christof
Wetterich who found this equation in 1993 [9]. It describes the flow of a scale-dependent
effective action between two (micro- and macroscopic) scales. All introductory physical
and mathematical ideas are presented in the next four sections. The primarily sources
are [58, 60, 76, 77].

4.1 ldeas behind renormalization

Basically there two ways of approaching the renormalization procedure: The somehow
technical and a bit mysterious way or the more intuitive and physical way. Both ideas
are shown in this section, where the ordering is historically oriented.

Technical approach
In perturbation theory the problem of infinities arises when going beyond tree-level Feyn-
man diagrams. Consider a crucial example in QED: Evaluating the photon propagator
at 1-loop order gives diagramatically*

v (41)

Obviously the photon propagator G, (p) gets modified by an additional electron/positron
pair

G (p) = Gl (p) = Gu(p) + Gua(p) 1 (p) G (), (4.2)

1This Feynman diagram was created with the TikZ-Feynman package for XTEX [78], all others were
made using the TikZ package itself.
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with the vacuum polarization tensor

HM(p)ZQQ/(g:; Tr <7A%_;+i670k_p_1m_i€>. (4.3)

Therein the integral over the loop momentum k produces a divergence for high momenta
k (= in the UV) and unfortunately these infinities occur in all QFT's. At this point only
a total realignment can rescue QFT as a theoretical concept. The first step after hitting
rock bottom is to notice that the parameters (mass m and charge ¢) in the Lagrangian
L do not equal the observable parameters in measurements. For this consider again the
photon propagator at 1-loop: It consists out of an electron/positron pair, s.t. the vacuum
gets polarized, which makes it impossible to observe the naked elementary charge e. To
distinguish the two types of parameters call quantities in the Lagrangian bare (mq and
ep) and observable ones physical (m and e) parameters.

Now renormalization comes into play: It connects bare and physical parameters in
an analytic way to control UV divergencies. The procedure starts with incorporating
counterterms (e.g. dm for the mass) in the original Lagrangian £ which compensate
for identifying m = my at the energy scale where experiments are done. The latter
is called a renormalization condition which fixes a physical parameter to its measured
value at a certain renormalization scale. This also applies to the so-called wave function
renormalization constant Z which arises due to the arbitrariness of the wave function
normalization. If a theory is in principle renormalizable this procedure leads to relations
between bare and physical quantities and preserves finite results for the latter ones.
Finiteness is also ensured by a method called regularization: UV-divergent integrals gain
a cut-off A s.t. the cut-off dependence replaces a divergence. In this fashion the above
diagram leads to ¢ = \/Z3 ey where Z5 = 1 — g—iln% (note that also other diagrams
contribute).

At this point have a closer look on the renormalizability of theories. To measure the
degree of divergence the so-called superficial degree of divergence D is defined as

d—2
D=d-[\N"Vv- — k. (4.4)

where d is the dimension, [)\(()")] the mass dimension of the bare coupling A\ at order n,
V' the number of vertices and F is the number of external lines in a certain Feynman
diagram for a scalar theory. If additionally all momentum integrals are regularized with
a cut-off A one can distinct between three cases which concern the behaviour of the
amplitude M of a Feynman diagram (note that there exist exceptions for these rules,
which are not discussed here):

1. Superficially divergent: D > 0: M ~ AP
2. Superficially log-divergent: D =0: M ~ In(A)

3. Superficially finite: D < 0: M ~ AP
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Renormalizability =~ Diagrams/Amplitudes [/\[()”)]

Renormalizable Number of superficially divergent amplitudesis =0
finite, but they emerge at every order in per-
turbation theory

Super-renormalizable  Number of superficially divergent Feynman di- >0
agrams is finite

Non-renormalizable ~ Number of superficially divergent amplitudesis < 0
infinite

Table 4.1: Three classes of theories concerning their renormalizability

This classification can be generalized to other theories. One ends up with three classes
of theories which are listed in Table 4.1. Therein the differentiation via [/\((]”)] will play a
crucial role when it comes to Quantum Gravity.

Wilson’s approach
In contrast to before Wilson's approach is not only a more meaningful way to inter-
prete the somehow cryptic renormalization procedure, but also a rearrangement of the
mathematical background. The corresponding formalism is named after Kenneth Geddes
Wilson? who supplied serveral fundamental contributions to what is called the renormal-
ization group (RG) [7, 80, 81, 82, 83, 84, 85, 86|.

The procedure begins with restricting the momentum degrees of freedom of some
field ¢(p). This can be achieved by only considering momenta smaller than an arbitrary
momentum cutoff A, s.t. p?> < A? holds. Note that A is a sharp cutoff, which is the
simplest but not the general case (of course the cutoff can also be smooth). Then the
generating functional reads

ZA:/%\AeSAW, where Do|, = [] de(p). (4.5)

p?<A?

The latter is equivalent to ¢(p? > A?) = 0. After that the cutoff A is lowered by an
iteration step A — A’ = bA with b < 1. In analog to eq. (4.5) follows for the new
generating functional

Iy = / Dg|,, eI, (4.6)

By performing the iteration step the momentum shell A2 < p* < A% was integrated
out. Also this leads to an effective action Se1 = Sa with correction terms for theory
parameters (couplings, masses etc.) which compensate the missing high momentum
modes. Repeating this iteration step several times and thinking it in a continuous

2Wilson got the Nobel Prize in Physics in 1982 "for his theory for critical phenomena in connection
with phase transitions" [79] where he established RG methods
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fashion can be used to define the RG. Demonstratively the RG gives a trajectory in the
so-called theory space, i.e. the space which is spanned by all operators in the action.
The starting point of this trajectory is e.g. given by the high energy scale A whereas the
endpoint represents the fully renormalized theory. Mathematically the RG is defined via
a group equation for the effective action at every iteration step

d
b— Sesrn = 0. 4.7
dp ™t (4.7)
To study the scaling behaviour (running) of the coupling constants \; one can define

the so-called S-functions

d
BN = A (43)
which will play an important role for Asymptotic Safety in Quantum Gravity. All con-
siderations up to here can be linked to the renormalizability of a given theory: Consider
a coupling constant \,,,, in the action Sy as prefactor of an operator with ¢"(p) fields

and 0™ derivatives. For on iteration step A — bA this coupling scales as
A — PG DHm=d \ (4.9)

Defining d,», == n(% — 1) + m allows to identify three possible cases (cf. Table 4.2),
where the mass dimension of the coupling plays again a crucial role.

d—d,,, Operator RG behaviour [Anm]
>0 relevant grows for A — oo >0
=0 marginal runs logarithmically for A — oo =0
<0 irrelevant decays for A — oo <0

Table 4.2: Three classes of operators under RG transformations

Obviously [A,,,] mediates between the renormalizability of a theory and its behaviour
under the RG: A testable theory (at some high energy scale) has to include relevant and
marginal couplings, whereas irrelevant couplings must have decayed.

4.2 The Wetterich Equation

To gain an understanding of the FRG oen has to internalize Wilson's thought: The
transition between two scales arises from integrating over momentum shells. Therefore
the core question is how can one make the usual quantities in QFT (effective action T
etc.) scale-dependent in a way that lowering the scale is equivalent to integrating out
momentum shells. A possible answer follows below.
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Scale dependence by a cutoff-term
The basic idea is to find an effective action I';, which interpolates between two points:
On one side the bare unquantized action Sy, at some high energy scale k — A and on
the other side the full quantum action I' at a low energy scale & — 0. A wise starting
point is to make all quantities scale-dependent: The action S gains a dependence on
the momentum scale k by adding a cutoff-term AS}, s.t. the action gets modified

S = S+ AS. (4.10)

Let's specify ASj further: For k — 0 (in the IR) one should regain the effective action
I'. Thus AS) can be understood as a mass term which suppresses the IR modes. This
can be generalized to a scale dependent mass term s.t. AS; has to be quadratic in the
fields. A quadratic behaviour allows an operator in between the fields to be present, the
so-called regulator Ry. To write ASj explicitly consider two properties of Ry: Firstly
Ry, is assumed to be diagonal in momentum space. Secondly one has to be careful in
case of gauge theories: For a background field ¢ and a dynamical field ¢ the regulator
should depend on the background field Ry = Ry (¢) while the quadratic part consists of
©'s. In addition one ends up with

ASidl = 5 [ G- R@@eta) (.11)

With the modification S — S + ASy all derived quantities gain a k-dependence. For
the k-dependent generating and Schwinger functionals follows (cf. eq. (2.13) and eq.
(2.15))

ZJ] = eWrlJ] — /Dg@ e Slel=ASel T — oxpy (—ASk {%})ZM (4.12)

Scale-dependent effective action
To actually define a scale-dependent effective action® I';, one can start in analogy to the
definition of the effective action (cf. eq. (2.17)), but now the scale-dependence has to
be incorporated: The Schwinger functional gains a k-dependence as shown in eq. (4.12).
After building the Legendre transform the cutoff-term ASj is subtracted to regain the
usual effective action I" in the limit £ — 0 (= on a microscopic level). Therefore follows

T4lo] = sup (J - & = WillJ]) - ASi[g]. (4.13)

From this a modified Quantum E.o.M. can be computed by taking a functional derivative
w.r.t. ¢

OTk[g] ) o .

3This is also called the average effective action
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s.t. the regulator R;, comes into play. When proceeding as mentioned in section 2.1 one
gets the analogue of eq. (2.20)

o—Tuld]l _ / A ] (4.15)

From this one might extract some high energy scale A, at which I';_,, = Spare holds, by
a saddle point approximation. Having 'y as an initial value one only needs Wetterich's
equation to describe the flow of I'y.

Regulator R(q)
To really connect the new scale dependencies to integrating out momentum shells the
regulator has to be designed in a certain way. The previous considerations imply three
properties which must be fulfilled by the regulator:

1. At a high momentum scale & — A (= on a macroscopic level) the scale-dependent
effective action I'y, should approach the bare classical action Spare

lim Fk = Sbare- (416)

k—A

Since the regulator term in the modified action is a gaussian integral this can be
translated into condition no. 1:

lim Ri(q) — oo for A — oo, (4.17)
k—A

because then follows

lim e~ 2% = §4[p] for A — oo. (4.18)
k—A

Additionally this guarantees the saddle point approximation to be reasonable since
I'ysA — S + const.

2. As mentioned before I';, should match I" for kK — 0,

lim Ty, =T, (4.19)
k—0

i.e. when all momentum shells are integrated out the physics is described by a
quantum effective action I". When looking on eq. (4.11) and eq. (4.13) this can
obviously be achieved for condition no. 2

lim Rg(q) =0. (4.20)

k2/q2—0

Note that £k — 0 in eq. (4.20) is not sufficient since then it would be possible
that Ry(q) > 0 for k — 0 and ¢ — oc.
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3. In the IR the cutoff-term AS) acts like a suppressing mass term and therefore
should stay finite. An IR limit must be again constructed by the momentum scale
k and the momentum ¢. Then one obtains as condition no. 3

lim Ry(q) >0, (4.21)

q?/k2—0
which is a regularisation for IR divergencies.

More details concerning the regulator Ry (q) are presented in section 4.3.

RG-time ¢
The momentum scale k£ can be converted into a dimensionless scale which is extremly
useful to simplify calculations. The result is called the RG-time . For this take the fixed
momentum scale A and define

(k) )

For the partial derivative w.r.t. the RG-time follows

0 Ok 0 (22, 0
5 == o = ko (4.23)

However a dot over a quantity denotes a partial derivative w.r.t. the RG-time, e.g.
Rk == 8tRk

Derivation of Wetterich’s equation
The Wetterich equation is a flow equation for the scale-dependent effective action I'y,
which determines the behaviour of I';, when changing the dimensionless momentum scale
t. At first let's fix some notation. For a scalar field ¢ in d dimensions call

6" Iy [¢]
do(x1)...00(xy)

the n-th vertex. Hence let's start with the computation of the connected 2-point func-
tion, i.e. the propagator (cf. eq. (2.16))

T (2, .., 2,) = (4.24)

82 Wy,

Gelay) =W (@y) = 57e5570s = —0@) 0l) + e() )y, (429)
where again
e = (el = o(o) (4.26)

Now calculate the partial derivative of I';, w.r.t. the RG-time ¢. For this assume again
that the evaluation is made at J = Jg,;, and for fixed fields ¢. Also note that all RG-time
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derivatives 0; only hit k-dependent quantities. Thus

ol'v[o) = ¢ - (0, T) + J - (0:9) —5th[JH¢ — 01 (ASk[0])
——

=0

=6 @)~ N @.0) il - aasis)
(Q@O
— —0WilJ]|, — B.(ASK[g)). (4.27)

The scale derivative of Wy[.J] can be obtained with the help of eq. (4.12)
(4.12)

OWelT] = Oy In(Ze[J]) 2 _%[J] / Dy 0(ASk[]) eVl (4.28)

Plugging in eq. (4.11) and using eq. (4.25) leads to

o = [ L @mio) (5 [Peet-apae)

() \ ,
:?s;@
1 [ df 1 [ df
= —5/ (27Tq)d<(9tRk<Q>)Gk(Q) _at\(g/ (27:§d¢Rk¢)J
e
-3 | G OR@)Gul) ~ DAL, (4.29)

where G (q) is the propagator in momentum space. When inserting eq. (4.29) into eq.
(4.27) the cutoff-terms cancel out and one is left over with

orfo) = 5 [ G5O R@)Gula) (4.30)

In purpose to eliminate the propagator G;(¢) one needs two functional derivative iden-
tities. Deriving them in position space yields:

1. Take the Quantum E.o.M. (4.14) and build a functional derivative w.r.t. ¢

0J(x) _ &°Tk[d]

z,y) =T} k(2 :
5oly) ~ salmsety) @ y) =Tilolt Rl y) (4.31)

2. Begin with eq. (4.26) and take now a functional derivative w.r.t. .J

0ply)  SPWi[J] @2s

)
§J(z)  6J(y)oJ(z) Gr(y, 2)- (4.32)

Chapter 4. The Functional Renormalization Group 37



4.2. The Wetterich Equation

Combining eq. (4.31) and eq. (4.32) leads to

oy 318 _ [ g0 59() 561)
"= =500 s 57(2)

- /ddy (TZ[8] + Rx) (2, y) Gr(y, 2), (4.33)

which implies the operator equation

1=0Y + Ry) Gy (4.34)

The latter can be easily translated into momentum space

Gr(a) = (TP (q) + Rilg)) ™. (4.35)

Inserting eq. (4.35) into eq. (4.30) finally leads to:

Wetterich equation (4.36)

1
OTW[¢] = 5 STr <0tRk

F,(f) (9] + Rk)

Therein the supertrace STr denotes an integral over the loop momentum combined with
a trace over all open indices.

Key properties of Wetterich’s equation
After having derived the Wetterich equation let's discuss some of its important properties:

1.

38

It is exact: The deviation was made without any approximations. Only finding a
solution requires an approximation scheme in non-trivial cases.

. It is a functional differential equation: In contrast to many cases in QFT

Wetterich's equation doesn’t contain any functional integrals.

. Solution = Trajectory in theory space: The theory space is the space of action

functionals spanned by all (in principle infinite) field operator invariants. Every
operator is dressed with a corresponding (dimensionless) coupling ¢;. Therefore
the infinite dimensional theory space is spanned by all these couplings ¢;. A
truncated system has a finite dimensional theory space {ci, ..., ¢, } (cf. coordinate
system in Figure 4.1). The solution of Wetterich's equation is nothing but the RG
trajectory in this theory space with the fixed endpoints defined in eq. (4.16) and
eq. (4.19) (cf. Figure 4.1: blue and red points).

Endpoints of RG trajectory are regulator-independent: Per definition of
the regulator the endpoints of the RG trajectory are fixed. The evident regulator
dependence of the Wetterich equation only causes different trajectories for different
regulators (cf. Figure 4.1: black and grey lines). Again a truncated system behaves
differently: The endpoint I';_,o then depends on the chosen regulator and one has
to be careful to distinguish between physical results and computational artefacts.
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e I k=N — *Sb;n'w

— specific regulator
— other regulators

Theory space

Figure 4.1: RG trajectories in the theory space {cy, ..., ¢, } with the starting point I'y_ =
Spare and the endpoint I'y,—g = I" for several regulators

5. Pertubation theory is retrievable: As hopefully expected one can regain per-
turbation theory out of Wetterich's equation by supposing a loop expansion

Fk =35 -+ Fk,l—loop + 0(2—'00p) (437)
Plugging in eq. (4.37) into the Wetterich equation gives at 1-loop order
1 1 1 @)
(9tFk,1_|oop = 5 Tr atRk m = 5 815 Tr ID(S + Rk), (438)

since on the RHS the 1-loop nature of Wetterich's equation demands to replace
T'? by 5@ This directly implies

1
F‘l-loop =S5+ 3 Trin S® + const., (4.39)

which is the usual approximation for the 1-loop effective ation (cf. eq. (2.23)).

Diagrammatic Wetterich equation
To create a diagrammatic representation of Wetterich's equation in Feynman's fashion
one has to define the building blocks at first:

1. The full propagator Gy, (29 (F,(f) + Ry)~! is depicted by a single line with the

common filled dot which will be dropped later (to improve readability):

Gp=—o— (4.40)

2. A supertrace STr connects origin and tail of a full propagator to a loop:

STr(Gy) = O (4.41)
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3. Any regulator insertion 0; Ry, is illustrated by a crossed dot:

Ry = ® (4.42)

Altogether one obtains:

<®> Diagrammatic Wetterich equation (4.43)

4.3 Regulator and shape function

ol'[¢] =

N —

In this section a more profound insight into the regulator and its technical details is given.

More properties of the regulator
To get a feeling for what the regulator really does consider two of its properties:

1. As already seen in eq. (4.21) the regulator Ry (q) provides an IR regularisation.
Thus all momentum modes with ¢* < k? get suppressed and the regulator Ry (q)
has to be positive in this regime. When approaching ¢ ~ k? its value turns and
then tends to zero for ¢> > k? which ensures that high momentum modes are not
integrated out (cf. green curve Figure 4.2 and blue curve Figure 4.3).

2. In the Wetterich equation one always gets a 0,Ry(q) insertion. This quantity
features a peak at ¢*> ~ k? (cf. red curve in Figure 4.2 and yellow curve in
Figure 4.3). At exactly this point Wilson's idea is contained: In the neighbourhood
of ¢*> ~ k? momentum shells are integrated out.

Introducing the shape function
When it comes to actual calculations one can once again simplify all computations by
rendering quantities dimensionless (as e.g. the RG-time ¢). In case of the regulator
Ry.(q) this can be done by introducing the so-called shape function

r=r (Z—Z) (4.44)

with a dimensionless argument. The simplest way of connecting the shape function r
with the regulator Ry is

Ri(¢*) = ¢°r (Z—Z) , (4.45)

which only ensures the right dimension of Ry. In our case a more efficient choice for
computations is made with

Ri(q?) &< T2 (?) 7 (Z—z) , (4.46)
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since the denominator of Wetterich's equation contains Ff) + Ry. Independently of the
explicit connection between regulator and shape function all conditions for the regulator
transfer completely to the shape function.

Different shape functions
Depending on how the calculation is explicitly done, i.e. analytically or numerically, a
wise choice for the shape function has to be made. In the following two reasonable shape
functions are listed:

1. Litim regulator® [87]: For analytic calculations a good choice is
1
TLitim (8) = (— — 1) O(1 — s). (4.47)

S

wherein s = ¢?/k* is an abbreviation (cf. Figure 4.2). But the non-analytic
©-function spoils the usefulness for numerical computations.

Litim Regulator Ry Litim (9°)
— Scale derivative 0; Ry iim(G°)

k2 q2
Figure 4.2: Litim Regulator Ry 1itim(q) and its scale derivative 0; Ry Litim(q)
2. Exponential regulator:
Texp(S) = m, (4.48)

with @ € R* (cf. Figure 4.3). In contrast to the Litim regulator this ansatz is
more efficient for numerical calculations.

*The Litim regulator is also often called the optimized regulator
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— Exponential regulator Ry exp (q2)
Scale derivative 0; Ry exp (G%)

k2,, ,,,,,,,,,,,,,,,,,,,,,,,,J ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

K2
Figure 4.3: Exponential Regulator Ry, ex,(¢q) and its scale derivative 0; Ry, exp(q)

4.4 Truncation schemes

Since analytic solutions of Wetterich's equation rarely exist one has to think about
approximation schemes. The basic idea is to define a systematic expansion which is
truncated at some point. Therefore these schemes are also often called truncations.
Note that it is necessary to relate all arose quantities up to the last order which is not
truncated. This ensures the consistency of flow equations, i.e. all expansion terms will
contribute in the flow equations. The so-called vertex expansion will be used in this
thesis.

Vertex expansion
The scale-dependent action I'x[¢] is expanded in powers of field derivatives of itself, i.e.

in vertices F,(C"). Of course this idea comes from the usual Taylor expansion. Again for
one real scalar field ¢ in d dimensions one gets

Ll = > / 4%y dhn T (21, oy ) S(r) s D). (4.49)
n=0

Plugging in eq. (4.49) into the Wetterich equation leads to flow equations for the vertices
F,g”). Note that since the Wetterich equation is a closed loop equation every vertex F,(C")

depends on the set of vertices {F,(f), s F,(C”H)}.
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5 Quantum Gravity

Having introduced QFT as the theoretical concept for particles and their fundamental
interactions (physics at small length scales) and GR as the theory for gravity (at high
length scales) one can directly ask if there exists a way to describe GR's gravity on a
fundamental level, i.e. if gravity can be quantized. This question is not only important
from a theoretical point of view, but also from a physical sight: E.g. the Schwarzschild
solutions of Einstein's equations (uncharged and non-rotating black holes) describe highly
dense regions of space-time where effects at small length scales hopefully will clear things
up. Today many physicists all over the world investigate this unsolved problem. Hence
there exists a plenty of approaches and fully new theoretical concepts, which evolved
side by side over the years. In this thesis the path of Asymptotic Safety (AS) is pursued.
Before introducing AS on a mathematical basis a short overview over the difficulty of
quantizing gravity is given. The cardinal reference for the following three sections are
[6, 13, 88, 89, 90].

5.1 Houston, we’ve got a problem

To understand what causes the problem consider at first the Einstein-Hilbert action and
look on the mass dimension of Newton's coupling.

lllustration with the mass dimension of G
In the case of gravity the coupling constant is the gravitational constant. To analyze
renormalizability compute the mass dimension of the gravitational constant [G] and use
Table 4.1. In natural units (A = ¢ = 1) one has [m] = [E] = [}] = [1] = 1. Thus
follows [g] = 0, [R] ~ [02g] ~ [5] = +2 and [[d"z] ~ [2'] = —4. Looking on eq.
(3.18) and demanding [Si| = O finally leads to

5 = |52 | ] | [ o] v=anm

1
:>0:0+{5]—4+0+2<:>[G]:—2. (5.1)
Obviously [G] = —2 corresponds to an irrelevant coupling (cf. Table 4.2) and a non-

renormalizable theory (cf. Table 4.1).
Perturbative analysis

Since perturbation theory is usually the preferred concept in QFT the first intuitive
attempt to quantize gravity is perturbatively. For this take the pure gravitational action
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(cf. eq. (3.18)), add a gauge-fixing and a ghost term and perturb the metric g,,, around
an Euclidean background g¢,,, = 8, + €hy, with h,, being small and €2 ~ G. After
implementing counter terms AL into the Lagrangian one finds:

1. At 1-loop pure gravity is perturbatively renormalizable.

2. At 2-loop one additional new fundamental constant, i.e. one counter term, is
needed to guarantee renormalizability.

3. The perturbation series in GG for pure gravity is divergent.
4. Including matter reduces the renormalizability with a new parameter to 1-loop.

The conclusions (2) and (3) uncover the problem: At every order in perturbation theory
new counter terms are needed to control the divergencies. Therefore the number of the
associated parameters is in total infinite. In principle it is possible to fix the values of
infinitely many parameters to construct a renormalizable theory, but practically this is
impossible: Every value must be taken from some experiment and of course the claim
to conduct infinitely many experiments is senseless.

In addition all considerations lead to a very important (and similarly frustrating) state-
ment: Perturbatively Quantum Gravity is non-renormalizable [6, 91]. This directly raises
the question if a non-perturbative treatment will keep a satisfying solution, which is one
way to begin thinking about Asymptotic Safety.

Two most popular approaches for solving the riddle
Besides many other approaches there are two of them which gain the highest public
perception and try to solve other fundamental problems (e.g. grand unification or the
hierarchy problem) simultaneously:

1. String theory: Instead of point-like particles as fundamental objects one assumes
one-dimensional strings (and high dimensional branes on which strings begin and
end) to be fundamental. Key features are extra dimensions (d = 26 for bosonic
and d = 10 for fermionic strings), dualities between different string theory types
and M-theory as generalization. It's starting point are concepts from QFT, while
GR is added afterwards. A very extensive introduction is [92].

2. Loop quantum gravity: Beginning with Einstein's interpretation of gravity as
deformed space-time geometry space-time itself is assumed to be quantized at the
Planck length (~ 1073*m). In contrast to String theory Loop quantum gravity
preserves diffeomorphism invariance and background independence. However there
exists no explicit Hamiltonian. Here the 2" part of [93] can be recommended as
a comprehensive and open-source introduction.

Nevertheless and knowing that up to now all approaches didn't solve the problem the
route in this thesis is a different one, i.e. the Asymptotic Safety scenario.
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5.2 Asymptotic Safety

In this section the Asymptotic Safety (AS) scenario is introduced as an ansatz to solve
the quantum gravity problem. It was firstly proposed by Steven Weinberg in 1979 [8].

Why Asymptotic Safety?

Quantum Gravity should make predictions at some high energy scale A, i.e. in the UV
regime. In this case a quantum theory should in general preserve a coupling A which
tends to a constant value. In QCD one finds A — 0 for k — oco. Hence QCD is an
asymptotic free theory. Thereby AS can be thougt as an generalization: A — «a with
a > 0 for k — oo (in both cases holds 5(\) = 0 for & — o). Then all physical
observables don't contain any divergencies. In contrast to perturbation theory all cou-
plings are not necessarily small or striving to zero for k — oco. The only requirement is
their finiteness for k — oo. Consequently non-perturbative methods are needed, which
directly leads to the FRG as the central mathematical tool of AS.

Fixed point analysis: Fixed point types and stability
In general a fixed point is defined as follows: Let's consider n coupling constants
A with @ € {1,...,n} in some theory. A corresponding non-perturbative [-function

Bi(A1y ey Ap) = k:a%)\i = ,)\,; preserves a fixed point \* = A, AT f
Bi(AL, .., An) =0 for all i € {1,....,n}. (5.2)

More precisely a fixed point X* is called an

—

1. UV fixed point, if 3(X) — F(\*) =0 for k — o0, or an
2. IR fixed point, if F(X) — S(\*) =0 for k — 0.

Obviously AS is mostly investigating UV fixed points. In perturbation theory one always
considers a perturbation series which converges for small couplings A. This corresponds
to the so-called Gaussian fixed point, at which all couplings vanish. In contrast a non-
gaussian fixed point can't be reached by perturbation theory and belongs to a non-zero
value of the coupling in the UV. Both fixed point types are listed in Table 5.1.

Fixed point type Coupling behaviour Coupling type
Gaussian A — 0 for k — oo asymptotically free
Non-Gaussian A — a with a >0 for k — oo  asymptotically safe

Table 5.1: Two types of fixed points (gaussian and non-gaussian) and their key properties

Having found fixed points A} doesn’'t answer all questions. Additionally one has to
investigate their stability. Let's exemplify this for two couplings A\; and Ay with fixed
points A} and A\j5. The latter can be thougt as extremum values, s.t. a stability analysis
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will lead to some matrix similar to the Hessian matrix. Begin with considering small
variations d\; and d )\, around the fixed points
Ao = A5+ ). (5.4)

Plugging this into the S-functions, which can be merged into a two component vector
B = (B1,P2)", gives up to first order in the variations

(&(m&)) _ (ﬂm,A;)) G
BA)) T \BALN)) T\ 5
Therein only the 2" term survives since the 15t term vanishes due to eq. (5.2). The

matrix in eq. (5.5) is called the stability matrix B, which is evaluated at the fixed points
Af. In components B is defined as

_ 9B
TON

oA 2
(5A2>+o<m (55)

Bi; (5.6)

Xi=A

As the name suggests the stability matrix allows to determine the stability behaviour of
a given fixed point. In that purpose one has to find the eigenvalues b, of B by solving
the eigenvalue equation

In general the eigenvalues by, can be complex, i.e. by = Re(by) +iIm(by). Depending on
the signs of the real parts of the eigenvalues Re(b;) one can distinct three cases which
are listed in Table 5.2.

Sign of Re(b) Direction in Theoy Space  Flow in Theory Space

Jk s.t. Re(bg) > 0 irrelevant away from UV fixed point
dk s.t. Re(by) <0 relevant towards UV fixed point
Jk s.t. Re(by) =0 marginal parallel to UV fixed point

Table 5.2: Three types of signs of Re(by)

Therefore the stabillity matrix is directly related to the three operator classes of RG
transformations, which are associated to the couplings (cf. Table 4.2). The last open
question concerns the interplay of all eigenvalues by, or more precisely the signs of their
real parts Re(by): Under which conditions is a fixed point stable? The three possiblities
are itemized in Table 5.3.
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Signs of Re(by) Fixed point stability

Re(by) >0 VEk fully UV repulsive & IR attractive
Re(by) <0 VEk fully UV attractive & IR repulsive
Re(br,) > 0,Re(b,;) <0 metastable or saddle point

Table 5.3: Three cases for the stability of a fixed point

To ensure a theory with a metastable UV fixed point it is necessary to have at least one
attractive direction. But does AS really correspond to the 2" case in Table 5.3 where
all directions are attractive? The answer to this question is: not always. Since irrelevant
and marginal directions are associated with decaying operators when taking the UV limit
k — oo they can’t contribute to the full quantum theory on a fundamental level, but of
course a specific truncated action can lead to irrelevant or marginal directions. Thus a
metastable fixed point is also a possibility.

Let's discuss this a bit further: Consider a theory space (cf. Figure 5.1': blue back-
ground) which is spanned by n couplings {A1, ..., A, }. Assuming that the eigenvalues
b, of the stability matrix B are not degenerated one will get n eigenvalues b, with
k € {1,...,n}. Now suppose that i < n (with ¢ > 0) of them have a negative real
part and the remaining n — i have a positive real part. Then one has a metastable fixed
point with i relevant directions which are UV attractive (cf. Figure 5.1: Blue, orange
and magenta trajectories). The flow of the i relevant directions form a hypersurface in
the theory space, the so-called UV critical surface (cf. Figure 5.1: grey surface).

Theory space

UV critical

Figure 5.1: UV critical surface in a Theory Space with attractive and repulsive flows;
from [94]

INote that all arrows indicate the flow from the UV to the IR, s.t. UV attractive directions point away
from the fixed point
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Therein one can find all renormalizable trajectories, which start from an UV fixed
point. Obviously the dimension d of the UV critical surface equals the number of
relevant directions ¢ = d. The irrelevant and marginal directions (cf. Figure 5.1: green
trajectory) flow away from the UV critical surface for & — oo, but the projections of
them onto the UV critical surface flow towards the fixed point (cf. Figure 5.1: lime
green trajectory on the UV critical surface).

The importance of the UV critical surface is even higher: Since each relevant direc-
tion corresponds to a coupling, which can be seen as an input parameter and has to
be determined by an experiment, the dimension d of the UV critical surface equals the
number of experiments that must be done to set up the theory. To avoid the problem
of infinitely many measurements which occurred in section 5.1 one has to claim that the
dimension of the UV critical surface remains finite. In addition one can conclude that a
lower dimension of the UV critical surface increases the predictive power of the underly-
ing theory. Note that mostly a truncated theory contains a finite number of directions
by construction, s.t. the finiteness of the UV critical surface is ensured in a trivial sense.
Nevertheless there exist approaches as e.g. theories with the usual Einstein-Hilbert ac-
tion and additional terms which contain powers of the curvature f(R) where the UV
critical surface remains finite because only low powers of R lead to relevant directions.

AS paradigm and predictions
In a nutshell the AS program is based on two assumptions which can be summarized in
only one sentence:

AS searches for a non-gaussian and attractive UV fixed point with a finite
dimensional UV critical surface.

This sentence should be in mind during the whole following analysis. Also it must
be checked if the presented model achieves all demands.

The last question one can ask is what does AS predict? To that end look once again on
Table 5.2 and Table 5.3: A coupling corresponding to an irrelevant operator is attracted
by an IR fixed point, s.t. its value in the IR is fixed. So having found an asymptotic
safe UV fixed point sets the value of an irrelevant coupling in the UV and flowing on a
renormalizable trajectory towards the IR prevents it from changing its value, therefore
the exact value is predicted by the underlying model. Since the IR, i.e. the low-energy
scale, should be accessible within experiments there exists some space for comparing a
model with experiments. Examples are the predicitons of the top quark mass [95] and
the Higgs mass [96] from asymptotically safe theories.
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5.3 Asymptotic Safety in pure gravity

The last introductory section is dedicated to the asymptotic safety scenario for pure
gravity. After losing a few words about the gauge-fixing and ghost action the basic
ideas of the background flow method based on the fundamental contributions made in
[88, 10, 11] are presented. From now on the metric signature is changed to the Euclidean
signature g, = diag(+1, +1,+1,+1).

Introducing a gauge-fixing condition and action

In gravity the underlying bare action, i.e. the Einstein-Hilbert action (or with higher
order tensor structures), is diffeomorphism invariant (cf. eq. (3.32)), which is nothing
but the gauge symmetry of the theory. Therefore a clear treatment in the framework
of a QFT has to respect the over counting of gauge equivalent field configurations (cf.
section 2.2). A convenient ansatz is to split the full metric g, into a fixed background
metric g,, and a fluctuating metric h,, (cf. background field procedure, in particular
eq. (2.20)). Please note that the fluctuating metric is not necesarily small or does
correspond to a perturbative expansion of the full metric, it is just the part of the full
metric which fluctuates in some sense. The easiest choice is a linear split, i.e.

Gu = guu + huu- (58)

Then the fixed background metric instead of the full metric is used for the gauge-fixing
and the ghost action. Most commonly the gauge-fixing action reads

1
Ser = 5~ / d*z\/g " F. Fy, (5.9)

where the gauge fixing condition is given by

_ 1 -
Fy = D%hayp = 5D, "7 hg,,. (5.10)

Therein the gauge fixing parameter « has to be fixed during computations. In [97] it
was shown that chosing an axial gauge, i.e. @ — 0, corresponds to a fixed point of the
flow. Therefore o — 0 will be implemented as soon as possible. In the present case
a — 0 only plays a role for the graviton propagator. It can be applied directly after
executing the inversion (cf. eq. (4.35)).

A little side note for an actual derivation: To lower and raise indices of 'bar’ quantities
one needs the background metric g.

Deducing the ghost action
To get an expression for the ghost action one has to compute the Faddeev-Popov operator
M. Translating the knowledge from section 2.2 to the case of gravity with the metric
split where the gauge transformation, i.e. a diffeomorphism generated by a Lie derivative,
acts on the full metric and the gauge fixing condition is varied w.r.t. to the fluctuating
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field gives
Sgh —/d4x g M, (5.11)

wherein the Faddeev-Popov operator is now defined via

oF
M;w ¢ = = ﬁc(gaﬂ + hag). (512)
Sy

Note that the Lie derivative acts on the full metric along the tangent vector field which
is in this case given by the ghost field ¢*'. Since F' o h the derivative in eq. (5.12) can
be executed easily. One only has to symmetrize when taking functional derivatives of
metrics w.r.t. metrics, i.e.

6guu(x1> _ 1

San(za) ~ 2 (6260 + 6207) 6(x1 — x2). (5.13)

Taking a Lie derivative of a fixed tensor gives zero, i.e. L. g3 = 0, s.t. in total follows
for the 2" term in eq. (5.12)

ﬁc(gag + ha5> =L, hag = Da65 + Dgca. (5.14)
Combining both latter statements and doing some math finally leads to
M., = D* (9,0 Do + gaDy) — D, D,,. (5.15)

From eq. (5.15) one can directly deduce that the only graviton-ghost interaction vertex
is F,ghca) since Sgn o< c¢hc and all vertices are derived by taking functional derivatives
w.r.t. h,, at vanishing fields h = 0. Furthermore this statement is independent of the
concrete chosen gravitational action, i.e. including higher orders does not influence this.

Background flow method: Basic ideas and challenges
In principle the theory space of pure gravity is spanned by infinitely many operators
(the ones from the Einstein-Hilbert action and higher order terms). Of course a system
consisting out of infinitely many terms is incomputable. Therefore one has to truncate
the theory space by only considering a few generating tensor structures. The simplest
choice is the so-called Einstein-Hilbert truncation where only the cosmological constant
and the Ricci scalar are included. Then the two coupling constants A and G are converted
into scale-dependent couplings A; and Gj. One ends up with

1 4
SEH — Fk,EH = 167TGk /d I\/§(2Ak — R) (516)

To compute the running of the two theory parameters one should introduce dimensionless
couplings by defining
1

g:=kG) and \ = k. (5.17)
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As a next step the wave function renormalization constant of the graviton fluctuating
field Z, is introduced. Its flow is encoded in the graviton anomalous dimension

Ny = ——. (5.18)

Using eq. (5.16) on both sides of Wetterich's equation (cf. eq. (4.36)) and evaluating
at vanishing fields g = g leads to flow equations for g, A and to an equation for ;. For
a sharp-cutoff the former flow equation is simply given by

g=1(2—m)g. (5.19)
In this system one can find two fixed points:
e Trivial Gaussian fixed point: (¢*, \*) = (0,0)
e Non-trivial and fully attractive UV fixed point: (¢*, \*) =~ (0.3,0.3)

However no IR fixed point corresponding to GR can be found. Furthermore it is possible
to compute flow trajectories in the two-dimensional theory space by integrating the flow
equations numerically. The resulting phase diagram is shown in Figure 5.2.

Figure 5.2: Phase diagram of the two dimensional theory space within the Einstein-
Hilbert trunction. The arrows point along the RG flow, i.e. in the IR; from
[88, p. 32]

At last one word about the dependence of certain quantities on the different metrics
g,g and h. As usually the symmetry of an underlying QFT is encoded in the effective
action as it generates all 1Pl diagrams. Unfortunately the metric split complicates the
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whole situation: For the gauge-fixing and ghost terms and the regulator the background
metric g is treated as a constant but at the same time evaluating functional derivatives
of the scale-dependent effective action at vanishing fields gives the background metric
a scale-dependence. The different dependencies on the metrices are already included in
the effective action itself: Unintuitively it is only a functional of two metrics seperately,
namely the background metric g and the fluctuating metric h, s.t. T'y = ['x[g, h] #
I'lg = g + h] holds. These statements can be summed up in the so-called Nielsen
or split-Ward identities [10, 15, 98]. They can only be given in a schematic manner
due to their highly non-trivial nature, but nevertheless one can extract simple relations
to exemplify why the background flow method is basically an approximation. Without
respecting the ghost sector one can e.g. write

52Fk’[§7 0] ~ 52Fk[ga h}

0%Gpuw 0%l h:o7

(5.20)

where the equality can’t be reached due to the statements made so far. These relations
should always be in mind when analyzing the impact of diffeomorphism invariance on
the investigated system.
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6 Approximations and flow equations

In this chapter the approximations are built up step by step. After having motivated
the metric split and its difficulties the vertex expansion is employed to express the scale-
dependent effective action 'y in terms of vertices. Using this ansatz in Wetterich's
equation leads to diagrammatic expressions for the flows of the different n-point vertices.
Constructing vertices out of tensor structures and building suitable projectors then allows
to extract flow equations for theory parameters.

6.1 Vertex expansion and flow diagrams of the
n-point functions

The central tool of the presented approximations is the vertex expansion as an ansatz
for I'y.. Implications and resulting flow diagrams are discussed in this section.

Exploiting the metric split
To use the metric split in actual computations it is necessary to choose a specific back-
ground metric. Of course the simplest possible choice is the flat metric, s.t. the identi-
fication g,, = d,, can be made and the full metric reads

G = O + VG . (6.1)

One can ask if choosing a flat background instead of a Minkowskian background, i.e.
Gy = M is reasonable, particulary in comparison with the Minkowskian nature of special
and general relativity. The usual argument in QFT would be that all involved quantities
can be Wick rotated from Euclidean to Minkowski space (cf. section 2.1). However
it is not strictly proven that this holds in the case of QG. Resarch on this question
was done in [99]. Therein the RG flows of Einstein-Hilbert gravity for an Euclidean
and a Minkowskian metric (connected by a Wick rotation) were compared. The result
was quite convincing: Both lead to similar UV fixed points and might lie in the same
universality class in the UV. Therefore it is expected that the analysis with an Euclidean
metric can be extended to a Minkowskian one.

One could also wonder about the v/G prefactor in eq. (6.1) for the fluctuating field
R, Since [V/G] = —1 the mass dimension of h,,, has to be [h,,] = +1, which appears
to be a natural choice due to its bosonic nature.

Setting conventions and diagrammatic representations

At this stage the quantum version of gravity in the background field approximation
contains three fields: The fluctuating metric i, on one hand and the two ghost field,
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i.e. ghosts ¢ and anti-ghosts ¢, on the other hand. To write all following equations in a
more readable manner let's define a super-field vector

¢ = (h,c,0) (6.2)
which unifies all three fields (indices are left out). With this by hand one can write
Iy = Ti[g, ©]. (6.3)

Thanks to Feynman quite a lot calculations can be done in a diagrammatic way. Since
one has to deal with several types of fields and according propagators or vertices a
distinction based on the type of a line (permanent, doubled, dashed) and the color
(black, blue, red) is made. A full list of involved building blocks is given in Table 6.1.
Please note that the sum over the superfield ® in Wetterich's equation requires a kind
of redundant definition for the general vertex.

Building block Math symbol Diagrammatic form
e Propagators:

Superfield Gy = (FI(:I"I’) + R

Graviton G = (I‘](fh) + Rt

Ghost Gee = T\ 4 RE)™1 o,

e \ertices:

D m-c,ish
General vertex F,g” m-e,Esh)

e Scale derivatives
of regulators:

In all cases ORY, O, R or O, R ®

Table 6.1: Building blocks of flow diagrams

Vertex expansion
As suggested in section 4.4 a reasonable ansatz for the scale-dependent effective action is
to expand it in powers of vertices. Since the idea comes from the usual Taylor expansion
the result will be a polynomial in ® as ® contains the fluctuating fields of I'y. As
expansion point one should choose the origin, which corresponds to vanishing fields.
Thus one is able to write [20]

_ SN S S
Tilg, @ =~ T{"[g.0] 2", (6.4)
i=0
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This identification already tells that the whole following computation must be an ap-
proximation since it's impossible to account for arbitrary high powers of ®.

The sum in eq. (6.4) can be carried out if an ansatz from tensor structures for all
needed vertices (for a n level approximation the vertices up to level (n+2) are needed) is
made, s.t. some vertices will vanish immediately. For a gauge fixed gravitational theory
in the background field approximation the specific form of the vertex generators, i.e. if
considering tensor structures from the Einstein-Hilbert action or even higher orders, is
unnecessary, s.t. the non-vanishing vertices will be (cf. section 5.3):

1. Arbitrary derivatives w.r.t. the fluctuating metric h,,: Flg"'h) #0VneN.

2. 2" derivative w.r.t. the ghost/anti-ghost fields ¢ and é: F,(fé) # 0, which guaran-
tees the existence of a ghost propagator.

(hce)

3. Graviton/ghost/anti-ghost interaction vertex: F
erty of a gauge theory.

;é 0, which is a desired prop-

All other vertices vanish, s.t. eq. (6.4) can be exploited to

Lx[g, @] = Ik[g, 0] ~ graviton background field
+TM[g,0] h+ 2F(2h) [9,0] h> 4+ ... ~ graviton fluctuation field
1 .
+ EF,(CCC) [,0] ce ~ ghost propagator
1
+ 6F(hcc [g,0] hce. ~ graviton/ghost vertex  (6.5)

The precise vertex expansion found in eq. (6.5) can be combined with Wetterich's equa-
tion in the following way: For each vertex Wetterich's equation holds and vertices follow
from the scale-dependent effective action by taking functional derivatives at vanishing
fields. Since all functional derivatives commute with the partial derivative w.r.t. RG
time t, i.e.

0 n
[E, @] FIE: (I’) - O, (66)

it is possible to simply take functional derivatives of the whole Wetterich equation to
obtain flow equations for all vertices separately. This procedure should be done in a
diagrammatic manner, therefore all needed rules are presented below.

Cooking recipe for taking functional derivatives diagrammatically
If one wants to take functional derivatives w.r.t. some field of Wetterich's equation one
needs to know which quantities can depend on the fields ®. To that end look again on
Wetterich's equation

O, [® Z STr (ﬂ) : (6.7)

)[®] + R?
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were now a sum over the superfield is understood, since the regulator is diagonal in this
space. Obviously only all n-point functions F,(C"@) [®] depend on the fields, s.t. only they
will be affected when taking functional derivatives.

In all following cases consider quantities which depend on a superfield ® (denoted by
a straight line) and take derivatives w.r.t. another superfield ®' (denoted by a dashed
line).

e Hitting a m-point vertex with n ® vertices and s = (m — n) ¢’ vertices:

— Mathematically:

Y n®d sd’ n® (s+1)®’
5(1)/ch )=y et (6.8)

— Diagrammatically:

n n
) 7P o
@ @/// \\ - (b/// \\ (6'9)
s s+1

e Hitting a propagator:
— Mathematically:

4] 0 (29) Syl
50 0 = 5o (I [ + Ry)
= (V0] + BT s (0V[0) 4+ BY) | (0 [@) + RBY)
= G I} Gy (6.10)
— Diagrammatically this translates into:
q)/
4] |
T S S SRR (611
e Hitting a scale derivative of the regulator:
— Mathematically:
* @RY) =0, (=R =0 v 6.12
@(tk)—t@k— (6.12)
— Diagrammatically:
4]
2 ¥ —0 v (6.13)

0P’
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Having this by hand the flow diagrams of n-point functions can be derived. In this
thesis all involved theory parameters are extracted from the flows of the 2-point flow
diagrams (graviton and ghost) and the 3-point flow diagram (graviton). Of course this
is an approximation and incorporating higher levels would improve the model, but the
computational costs for the 4-point flow diagram are significantly higher and even then
closing the flow equations is approximative.

To exemplify the procedure of deriving n-point flow diagrams the graviton 2-point
function is computed below. The other flow diagrams can be computed in exactly the
same manner and are therefore presented without a detailed derivation.

Derivation of the flow diagrams of the graviton 2-point function
Begin with the diagrammatic representation of Wetterich's equation with a sum over
the superfield & = (h, ¢, ¢)

or, = Z @ (6.14)

Then take two functional derivatives w.r.t. the graviton field i on both sides. On the
LHS one directly gets:

6 0 pen _
5h6h(atrk) o

The RHS is a bit more complex. Taking the 1%t derivative is still quite simple:

0 (1 1

\f

Now the 2" derivative: One can hit the left propagator, the vertex or the right propa-
gator:

=0 (———)' (6.15)

R

Of course the 1%t and the 3 diagrams are equal s.t. they can be summed up. Also the
diagrams can be graphically rearranged to highlight their belonging to the flow equation
of the 2-point function (~ propagator™!). At last drop the orange dot which signals a
full propagator s.t. all lines connecting two vertices or a vertex and a regulator insertion
are propagators. Applying all this gives:

6 (1 1
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To evaluate the remaining sums over the superfield ® one has to consider eq. (6.5)
again to cancel out vanishing vertices: The sum over the 1°* diagram gives only one
contribution, namely that one with a graviton loop and the 2" diagram gives both
contributions, that with a graviton and that with a ghost loop. The latter case has a
special feature: Due to the Grassmanian nature of fermions the ghost loop gets a factor
of (—1) and additionally a factor of (42) which takes the exchange symmetry (ghost
<> anti-ghost) into account. Therefore in total a factor of (—2) has to be implemented
and one ends up with:

i) O O

(6.19)

Finally both sides can be combined to obtain the flow of the graviton 2-point function
(Flow (2h) 5|mp|y denotes the RHS of Wetterich's equation):

s—r=1 () + O

= Flow®" (6.20)

Flow diagrams of the graviton 3-point function
Without further comments the flow diagrams of the graviton 3-point function are pre-

sented below:

-3 +6—+  ®=Flow® (6.21)

L\Dlr—t

Flow diagrams of the ghost 2-point function
Last but not least the flow diagrams of the ghost 2-point function:

®-,
at( ......... Prevenenens )71 — )/@\> + 3@ = (ct) (622)
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6.2 Vertex construction

The last missing piece for defining the full theory is an ansatz for each vertex appearing
in the vertex expansion. It is of special interest how higher order curvature invariants
influence the flows and the fixed points. Therefore one should ask at first why to include
them and which of them will be worthwhile.

Why higher order curvature invariants?

In principle there are three main arguments for investigating higher order curvature
invariants as input tensor structures in a vertex expansion of I'j:

60

¢ Investigating a perturbatively renormalizable theory: The couplings of four-

derivative curvature invariants (e.g. R? and Riy) have mass dimension zero.
Therefore the underlying theory is perturbatively renormalizable (cf. Table 4.1)
[19]. Furthermore the flows of these couplings are 1-loop universal, i.e. inde-
pendent of the chosen regulator. In general these types of theories were already
analyzed in AS besides the vertex expansion [100, 101, 102].

Improving on the tensor structures used in the vertex expansion: In the
last couple of years the vertex expansion was upgraded several times and in several
directions. In pure gravity this included the investigation of the graviton 2-point
flow [16], the graviton 3-point flow [17] and later the graviton 4-point flow [18]
within the Einstein-Hilbert truncation, where also the momentum dependence of
the involved theory parameters and anomalous dimensions was partly respected.
Besides the fact that in all cases an attractive UV fixed point was found a whole
slew of other non-trivial results were accomplished: E.g. momentum locality of the
graviton 2-point and 3-point flows and effective universality for the avatars of the
dynamical version of Newton's coupling G at quantum level [103]. Especially in
[18] some research in the direction of higher orders was adjoined: Without including
higher order terms directly in the vertices one could expect that they are generated
in e.g. the flow of the graviton 4-point vertex, which has an overlap with all higher
order terms (testable by possible p*" contributions with n > 2). Non-trivially only
the R? tensor structure contributes while all other terms are suppressed (= the
highest power of the graviton 4-point flow is p*, but a contribution of a wa term
could be excluded due to the p? behaviour of the graviton 3-point flow, c.f. [18,
pp. 7-8]). Of course a reasonable improvement is to directly include higher order
terms in the vertices and again investigate the polynomial structure of the flows.

Computing beyond graviton 2-point flow: Within the vertex expansion higher
order curvature invariants were already investigated up to the graviton 2-point
flow in [104], but not beyond and only with momentum independent couplings
and anomalous dimensions. Therein an attractive UV fixed point with only two
relevant directions was found. In contrast the 1-loop coefficient of the wa cou-
pling deviated from the known perturbative result by a factor of ~ 1.1 and the
regulator dependence was not tested, which has to be inquired further.
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Including higher order curvature invariants
In general curvature invariants are scalars which are constructed out of curvature tensors
like the Riemann tensor R,s.s (or tensors deduced from it, e.g. the Ricci tensor R,,)
or the Weyl tensor C,3,5. By definition curvature invariants are always invariant under
diffeomorphisms as they are scalars. The Einstein-Hilbert action comprises the Ricci
scalar R as a tensor structure which possesses curvature. As is well-known R includes
two derivatives of the metric. Therefore higher order curvature invariants are curvature
invariants which exhibit terms with at least four derivatives of the metric.

There are several possibilities of including higher order curvature invariants in the
graviton vertices in four space-time dimensions. A decision for a specific ansatz is
conditioned by two questions: The first question is how many orders, i.e. how many
derivatives of the metric, one wants to include. Of course the main limitation here is
given by technical feasibility as each new order comes with exponentially more terms (and
taking functional derivatives makes this even worse). In this thesis only tensor structures
with at the most four derivatives of the metric are included which is the natural extension
of the tensor structures in the Einstein-Hilbert action. At this stage one is left with the
following classes of terms:

1. Ricci scalar/tensor squared: R* R:, = R, R".
2. Riemann tensor squared: R2; 5 = Rqpy5 R,
3. Weyl tensor squared: 25 s = Copy5 CP°.

4. Derivative operators acting on scalars, e.g. AR.

5. In principle more complicated terms like R - ln(%) can be constructed, but won't
be considered in this thesis.

In contrast terms with even higher derivatives of the metric, like e.g. R3 or RAR, are
excluded. Note that this step is an approximation.

The second question is which of the remaining terms are physically and mathematically
relevant. The fourth class of terms, i.e. terms with derivative operators, don't affect the
equations of motions since they are total derivatives which will lead to boundary terms.
Hence they don’t influence physics locally and can be dropped. A closer look on the
third class reveals that C? can be written as a linear combination of the remaining three
terms. After a long calculation one finds in four space-time dimensions that

1
ngb"y& = Rzapn o 2R/2u/ + §R2 (623)

holds. The two remaining classes are connected via the so-called Gauss-Bonnet term G
which is in four space-time dimensions given by

G = R* — 4R, R" + Rop,5 R*P. (6.24)
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The Gauss-Bonnet term G has a very striking feature: Due to the Gauss-Bonnet theorem
on a four dimensional manifold M the Gauss-Bonnet term G will lead to a topologically
invariant surface term if its included in an action s.t.

/d%\/ga = f(M) (6.25)

holds. Therefore it is possible to represent R7; s by a linear combination of R?, R,
and a topological invariant. Of course it would also be an option to eliminate R? or wa
instead of Riﬂw but technically all computations are way more easy if one gets rid of
complicated tensor structures, i.e. Rim&- Summing up all statements made so far leads
to the very general conclusion

S = /d4x\/§ (01R2 + CQRZV + 3 R? s T c,C% 4 C5AR)

aBy eopn
= /d4x\/§ (¢} R* + ¢4R?,) + topological inv. + boundary term, (6.26)

with general coefficients ¢y, co, 3, ¢4, 5, ¢}, ¢y. Thus the tensor structures R? and wa
span the space of local curvature invariants with four derivatives of the metric and are
the only ones which will additionally be included in the graviton vertices.

About projections and tensor bases

The biggest technical challenge when doing computations in quantum gravity originates
from the fact that general relativity features very complex tensor structures. Therefore
inverting the graviton 2-point function to obtain the graviton propagator is a complicated
task. It is somehow indispensable to decompose the graviton vertices in complete sets
of tensor structures. Consider e.g. the flow of the graviton 2-point function: Therein
the 3-graviton and 4-graviton vertices are needed which are rank 6 and rank 8 tensors,
respectively, with symmetric pairs of indices. Unfortunately there is no known full tensor
basis for both of them or even higher order vertices. Only for the graviton 2-point function
such a decomposition into a full basis of tensor structures is known: The so-called Stelle
decomposition [19], which is closely related to the York decomposition [105]. One can
think of the York decomposition as the generalization of the transversal/longitudinal
decomposition of vector fields, which is explicitly given by

vt = vk Dy (6.27)

wherein v* is a vector field and ¢, is a scalar field. In momentum space the decomposition
can be expressed via the two projectors (which are rank 2 tensors)

7351, = 0 — p;f;”, ~ transversal projector (6.28)
Pubv N .
Pr, = =5 ~ longitudinal projector (6.29)
p

The York decomposition does the same for symmetric rank two tensor fields, in particular
the fluctuating metric h,,. One gets out four different modes: A transverse traceless
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mode %, (= spin two mode), a longitudinal traceless mode A" (= spin one mode),
the Iongltudmal mode At and the trace mode h™" (both = spin zero mode). In analog
to eq. (6.27) the decomposition reads (in four space-time dimensions)

b = B3+ DT+ DT + (D,D, — 2, ) it - B2y (6.30)
where again D,, denotes the background covariant derivative. Alternatively one can use

appropriate projectors, which can be constructed out of the transversal and longitudinal
projectors for vectors. They are given by (again only in four space-time dimensions)

P,uzzaﬁ % (PT 7)1,5 + 7);1—57)1— ) — SPJVPaﬁ, ~ spin 2 (6.31)
Prvas = (7’T Pl + PP, + PLPY + PLPL),  ~spinl  (6.32)
Puuaﬁ 573;”73&57 ~ spin 0 (6.33)
P/,waﬁ P,IZVPbu- ~ spin 0 (6.34)

As these four projectors span the space of symmetric rank two tensors they fulfill a
completeness relation, i.e. for a symmetric rank two tensor z** = 2"* follows

» 1
(Pivas + Prvas + Pt + Prsag)g 277 = 5 (2 +27) = 2. (6.35)

praf praf praf o

In principle this is fine and up to here the Stelle and York decompositions are identical.
But what if one wants to decompose an operator, which acts on a symmetric rank two
tensor, s.t. each of its components acts only on the corresponding spin mode? Since the
spin zero sector has two different modes one will get a mixing of both of them. This is
exactly where the Stelle decomposition comes into play: Two new projection operators
are defined, the so-called spin zero transfer operators, which describe the transition
between both spin zero modes

P;U/aﬁ \/gp;trupé (636)
Puuozﬁ = \/—P;lzupa (637)

With this six projectors by hand one is now able to fully decompose symmetric rank two
tensors in scalar components. Furthermore the graviton 2-point function can be written
in a full basis. In matrix form the first four components are aligned along the diagonal of
a 4 x 4 matrix while the two spin zero transfer components are the off-diagonal elements
in the lower right 2 x 2 block matrix (cf. eq. (7.11)).

For later use one last projector is defined: One will discover that the propagator only
has a TT and four scalar components (no vector component) after gauge-fixing (cf.
eqgs. (7.25) and (7.26)). The four scalar components can then be merged to one scalar
component by defining a scalar projector Psmﬂ as the linear combination of all four
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scalar components weighted by their factors appearing in the propagator. Forestalling
eq. (7.26) leads to the definition

P as = Pimﬁ + 3P+ V3P s+ V3P

pvaf

(6.38)
3 (3 P, +Pig) B3P +PL). (6.39)

Constructing general undressed vertices from tensor structures
As motivated before only the TT and S component of the graviton propagator will play
a role. Since diagrams are computed by contracting the indices of all building blocks
pairwise and each vertex is contracted with at least one propagator (cf. egs. (6.20),
(6.21) and (6.22)) one can deduce that also for vertices only the TT and S components
don't vanish during the computation. E.g. for the 3-graviton vertex this statement can
diagrammatically be translated into

TT TT TT
TT TT Sc TT c Sc
Sc
+ )K + (longitudinal terms = 0) . (6.40)
Sc Sc

Therefore it is reasonable to define a new super-field ¢ which separates the graviton
fluctuating field h,,, into its two important components i ! and hs

%
¢ = (h"T, h% ¢ c). (6.41)

In principle it would also be possible to differentiate between cT and c , but since the

ghost field is only associated to the ghost anomalous dlmen5|on and not to a coupling
this distinction is omitted.

Now everything is prepared to write down a self-consistent vertex construction, which
is a straight forward extension of the Einstein-Hilbert case (e.g. used in [18]): In this
thesis the truncated theory space is spanned by four diffeomorphism invariant tensor
structures. This set is given by

Toife = { / d*z/g, / d*z\/gR, / d*z\/gR?, / d4x\/§wa}. (6.42)

It is very important to always have in mind that this definition is exactly the approxima-
tion which is investigated in this thesis. As seen before the Faddeev-Popov procedure
generated the two non diffeomorphism invariant tensor structures Sg¢ (cf. eq. (5.9))
and Sgp, (cf. eq. (5.11)), which are summarized in the set

Tep = {ng, Sgh}. (6.43)
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Altogether the set of input tensor structures is then defined as the union of both, i.e.
T = 7_biff U 7T:p. (644)

Each undressed vertex f,(€¢1""’¢") can be computed by taking functional derivatives of all

elements in 7 w.r.t. to the split super-field ¢, where each contribution gets its own (in

general momentum and scale dependent) coupling constant §. As formula this statement
reads

D) (py oy pn) = > Tt (B D1 ) TR (D1, oy pa). (6.45)
T.€T

This definition ensures that a coupling g7 4,,....4, is not only associated to a tensor struc-
ture 7;, but also to the number and type of functional derivatives 5¢> . Accordingly
some couplings are connected to TT components, e.g. JR 2., Some to S components,
.8 Jrn2: and some to mixed components, €.g8. Gr hyrhs-

Up to now everything is very general: The couplings are in principle all different (but
related via very complicated Slavnov-Taylor identities) and eq. (6.45) contains both
sectors, the gravity and the ghost sector. Let's focus a bit more on the gravity sector.
To that end one can define a gravity super-field ¢' := {h"T, h°}. According to eq. (6.45)
an undressed graviton n-point function then can be written as (to improve readability
the explicit momentum dependencies are dropped from now on)

T = 570N Grggs, T, (6.46)

l17 7¢n TGT

One could ask were the additional sum over the gravity super-field in eq. (6.46) compared
to eq. (6.45) stems from. The answer is already visible in eq. (6.40): While eq. (6.45)
describes all vertices with differently projected legs at one specific order (= RHS of eq.
(6.40)), eq. (6.46) depicts the full vertex at the same order (= LHS of eq. (6.40)).

Before dressing the vertices one last general comment about the graviton n-point
functions: Only for the graviton 2-point function a full basis exists (the Stelle basis)
for higher order vertices not. Therefore the four input tensor structures are always an
approximation.

Dressing the vertices
As usual in QFTs each field is combined with a wave function renormalization constant
Z, which is generally momentum dependent Z = Z(p*). Commonly each leg of a vertex
is attached with a factor of Z%(pQ). Here one hast to distinct three cases:
1
e A ghost or anti-ghost leg gets a factor Z2 (p?),

1
e A TT-projected graviton leg gets a factor Z? (p?),

1
e A S-projected graviton leg gets a factor Z; (p?).
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The distinction in the gravity sector is another improvement which is implemented for
th? first time in this thesis. In total each ¢; leg of a vertex is dressed with a factor
Z2 (p%).

The 2" part of the dressing procedure concerns the /G prefactor in the metric
split (cf. eq. (6.1)): Taking a functional derivative w.r.t. h,, actually has to include
this factor, which was missed out up to now. Hence n functional derivatives have to
be accompanied with a factor G , where the lower index specifies that each vertex
level has its own Newton's coupling. To align the presented vertex construction with
previous works one should identify Newton's coupling with the T T-projected inverse of
the coupling originating from the Ricci scalar tensor structure, i.e.

G = G, (6.47)

Finally the dressed version of eq. (6.46) reads

nh gR hn } o
ri = T 2 HZ% 2 ) D gmetean T, (6.48)

1P TieT

where the overall - prefactors ensures that the vertex construction matches with the
tensor structures from the Einstein-Hilbert action. Following the common procedure it
is only left to factor out the coupling which is associated to the Ricci scalar R. This
corresponds to a total rescaling of all involved couplings and therefore rescaled couplings
are introduced via

' — =1 =
9T 8ty = IR A0 9Tl (6.49)
Note that the mass dimensions of the new couplings are different since [g;h%] = -2

Using eq. (6.49) in eq. (6.48) then leads to

JUE N |
nh gRZ (¢/7 1¢In)
= 167 or Z H 5 (7) Zglmﬁ, o T (6.50)

10 7¢)n ,EGT

Further approximations for the graviton vertices
Of course the latter formula is far too general for actual computations, s.t. more ap-
proximations have to be implemented. This is best done by writing down the 2-graviton
and 3-graviton vertices explicitly (higher order graviton vertices can be constructed anal-
ogously to the 3-graviton vertex, only the 2-graviton vertex behaves differently due to a
full basis being available) and introducing the well-known dimensionless couplings from
previous works (without a tilde or a dash). First of all TT-projected and S-projected Ricci
scalar couplings are identified, i.e. gr g, . ¢, = Jrnan, Vn, s.t. they are general prefactors
at each order with n > 2. Furthermore gg p»_ has mass dimension +2. Accordingly one
should define a corresponding dimensionless coupling as

IRy = Grpn K. (6.51)
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Let's start with the 2-graviton vertex: Executing eq. (6.50) for n = 2 yields

Z
th) = 12;; <g;l’h$T(\/§)(hTT7hTT)+(\/_R) hrT,hTT) +932 n (\/_R )hTT,hTT))

Az
hs

Z
+ 1 (e (VA 5" 1 (VIR)'S) 4 g (VR?) 5

+ G, na, (VIR ), (6.52)

M

wherein (\/ERQ)(}’TT””T) = 0 was implemented (the R? tensor structure has no overlap
with the TT-mode) and the identification g;ﬁwh% = g;%ﬁwhé was performed. The next

step is to convert the remaining four dimensionful couplings into dimensionless couplings
(the notation is in common with previous works):

1. TT-projected graviton mass parameter: [y = —Z Ao pry = _ki?g;uﬂ ,
2. S-projected graviton mass parameter: by = —%Azhs = _k%g;mg,

3. Level 2 S-projected R? coupling: Jrenz = G 2 k2,

4. Level 2 TT-projected R, coupling: IRz, h2, = Gpo - k2.

Using all four identifications in eq. (6.52) finally leads to

T = o (L K2(/g) T g (gR)
T

gRuthT (\/_R ) hTT7hTT >
VA4 9R2 p2
+ m_h;< - uwm 19190 (aR) ) T (R
Wv h3t <\/_R )(hs,hs ) (653)

Now the same for the 3-graviton vertex: Performing n = 3 in eq. (6.50) leads to four

different contributions (cf. RHS of eq. (6.40)), where again the fully TT-projected R?

terms are absent. Furthermore one gets mixed couplings like e.g. g, B2 which are
) S

identified and made dimensionless as follows (here no distinction w.r.t. the projection
as e.g. for the graviton mass parameter is made):

1. Level 3 TT-projected cosmological constant: A3 := A3k = ghh%k 2 =gy k7
2. Level 3 S-projected R? coupling: Ireng = G k2,
’ S

3. Level 3 TT-projected R’ coupling: 2 = G h, k? = gR2 P k2.

HV’ M2
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These identifications are performed analogously for the 4-graviton and 5-graviton vertex.
Afterwards all couplings at levels n > 3 are identified with the ones at level 3 to close
the flow equations, i.e.

/ — !
ITidh by = ITitianey V10> 3. (6.54)

Of course this step is again an approximation and a good point for later improvements.
Applying all identifications to the 3-graviton vertex gives

1

973 3
I‘](j’h) = 11:3’;; [Z;TT ()\3k2<\/§)(hTT7hTTahTT) + (\/ER)(hTT,hTT,hTT)

+ gRiVéh?'T (\/§R2 )(hTT,hTT,hTT))
k Z
3 9R2,n}
ZhTTZIfS </\3k2(\/§)(hTT,hTT,hs (\/_R> (h1T1,hTT,hS) + kQ
. 2 (hTthTTahS) W’ hir (htT,h7T,hs)
(Vo) — T (/gR?,)
3 9R2 k3
Zi 7 (A3k2<¢§><ws»hs> n (\/_R) revia) 4 S0
. (\/ERz)(hTTJLSJLS) uw h3+ (\/_R ) (htT,hs,hs) )

3
Zh2$ </\3k2(\/§)(hs7hsyhs) +(\/§R>(hs,hs,hs _|_ k2 S(\/ERQ)(hsyhsﬁs)

uw hir (\/_R ) hs,hs,hs))]_ (6.55)

In summary the following couplings are investigated in this thesis

Theory space = {Mthﬂhs,)\?ngR? hZs IR, h2.> 9R2,h3> 9R2 , h3 } (6.56)

v v

Additionally one has the three anomalous dimensions

{Mhrrs sy Mt (6.57)

which are as usually definied via

Mo, (0?) = —%- (6.58)

6.3 Flows of the n-point functions

Now one can set up the flows of the n-point functions and extract the flows of the
theory parameters. This is best done by projecting the flow of an n-point function onto
all occuring theory parameters in two steps: At first each n-level flow is partially or fully
projected onto its TT or S component. Then the resulting equations are either projected
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out with a finite lattice derivative at some reasonable values for the outer momentum
p? (bi-local and tri-local projection scheme) or are extracted by partial derivatives w.r.t.
the momentum p? evaluated at p? = 0 (derivative projection scheme). Both projection
schemes were used and investigated in numerous previous works [16, 17, 18, 20] and seem
to have common pros and cons: The derivative projection scheme allows for analytic
flow equations, which are exact in some sense and can be handled easily. Contrariwise
the momentum dependence of the flows is essentially ignored, especially in the important
momentum range p* € [0, k?]. For the bi- and tri-local projection scheme its the other
way round: The momentum dependence of the flows is covered but the flow equations
can only be solved with numerical integration methods. Taken as a whole the bi- and tri-
local projection is well suited for a momentum dependent analysis whereas the derivative
projection could be used as an approximation to find fixed points more quickly.

At this stage one should note that none of the following projection schemes are unique
in some sense or enforced by first principles. There are a plenty of ways on projecting onto
theory parameters and all schemes will lead to more or less different results. Of course
the goal of the projections presented below is to keep the errors due to approximations
as small as possible. The main reason to pursue this way is that the former studies led
to nice and physically reasonable results which somewhat justifies the procedure.

Besides a comment on the Einstein-Hilbert limit: Already the vertices were constructed
in full agreement to previous works, s.t. identifying TT and S components and taking the
limits gpe 2 — 0 and gz p2 — 0 allows to retrieve the former results in [17, 18, 20].
Of course this property must be entailed to the flow equations and is a consistency check
which should always be performed. Also all flow equations obtained at p?> = 0 have to
be identical to the Einstein-Hilbert ones as the higher order contributions vanish due to
their higher power in p?.

Finally a very important remark which concerns all considered flows: In the flow
equations of the theory parameters one will never find any wavefunction renormalization
constants Z,, but only anomalous dimensions 7n4,. This is due to the fact that all
n-level flows will naturally be divided by the appropriate Zy, s.t. the Zy, will cancel out.
Therefore each flow is only a functional of all anomalous dimensions.

6.3.1 Flow of the graviton 2-point function

The flow of the graviton 2-point function contains the running of several theory param-
eters (fhrrs fhss 92025 9R2, 42, ) and both graviton anomalous dimensions (7ry, 7hs)-

(%]

Since F,(fh) has four open indices it can be fully contracted with either the TT-projector
or the S-projector. In the following detailed steps for the TT-projected flow are presented
and flow equations are explicitly derived. The results for the S-projected flows follow
along the same lines and are given afterwards with less details.

Projecting the flow on its TT-component

Begin with projecting the graviton 2-point function onto its TT-component using the
corresponding Stelle projector (cf. eq. (6.31)). With the help of Mathematica one finds
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(remind that the overlap of the R? tensor structure with the TT-projector is 0)

Zh p2 p4
I‘SI??)(pQ) = % (IU’hTTkZ +p2 + gRﬁwhiTﬁ ’ (659)

As a next step take a scale derivative on both sides to access the flow of the 2-point
function. Remember that f = 0,f = kO, f holds and that all theory parameters are
scale-dependent. Therefore follows

Flowy () = %7 (")

1 p
= %at |:ZhTT (pQ) (:uhTTkz + p2 + gRﬁwhﬁTE)]

L, 2 2 2 ' 2
= o | Zrer (07)  Hinee K 07 4 gz 2 G )+ L (27)

4
. . P
) ((MhTT + 2,uhT'r) K+ (gRﬁwh?rT - 29wa,h$1—> ﬁ) ] : (660)

Extracting flows of the theory parameters 1, 9R2, h2, and the TT-projected
graviton anomalous dimension 7,
Since fup,, represents the momentum independent part of the TT-projected graviton
2-point function simply evaluate the latter equation at p* =0

(6.60) 1

2h)( 2 L
327

I:IOWSI'T p :0) (ZhTT(O) :UhTTk2

o+ Ziney (0) (s + 24tnry) K2 (6.61)

and solve for i, by using eq. (6.58) to obtain

. 321
KBhrr = (nhTT(()) - 2)IuhTT + WHOWEI?'I’}) (p2 = 0) (662)
T

For the momentum dependent 7., start once again with eq. (6.60) and evaluate it at

p? = —up. k% Then follows

1

h
FIOWSI?T)(p2 = _/’LhTTk2) = 395 ?

ZhTT <_MhTT k2)gRﬁy,h%—TM%LTTk

+ ZhTT(_MhTTk2) ( ([LhTT + 2:uhT'r) K’
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Now subtract eq. (6.60) from eq. (6.63) in the following fashion

Flowfr_r)(p _ _NhTTk2) Flowg.ff)(p?)
W ZhTT(_NhTTkQ) kQZhTT( 2)
! 2 p*
B E <9R“‘”h QQRW’h > My — ﬁ
Z »?) p? '
ZhTT( ) (,UhTT + — 12 + 9R2,.h2; F — /L}ZZTT . (6.64)
T

Therein one can use eq. (6.58) once again and solve for the fully momentum dependent
TT-projected anomalous dimension

2 1 p4 2
Nher (D7) = (gRW, QQRW,h ) e Kot
Iuh'r'r + k2 + ngw,h2 ( :uh-r-r>
Flow(y) (0? = — i k%) Flow'sy (p?
4 g9 FlowrT (" = k) Flowrr (7)) | (6.65)
k? ZhTT<_/’LhTTk ) k ZhTT( )

The equation for 7., is a so-called Fredholm equation, i.e. a self-consistent integral
equation. To solve such an equation with the full momentum dependence one has to
compute iteratively (cf. [106, Appendix C]). Alternatively one can use only the specific
values at p? = 0, p? = k? and p? = % (these are the only ones appearing in the flow
equations of the theory parameters). In this case one has to solve the self- conS|stent
equation for 7., (k?) at first and use the result to compute 7., (0) and 7, (% 2). All
three remaining equations are only functionals of theory parameters and can therefore
be inserted into the flow equations without further ambiguities.

Furthermore it is possible to handle the anomalous dimension as a momentum inde-
pendent object. In this case taking a derivative of eq. (6.60) w.r.t. p? evaluated at
p? = 0 is a suitable projection scheme. All terms except for one vanish and one gets out

327 2h
e =~ (apz Flow(TT)‘p2:0) . (6.66)

Of course one can also take two partial derivatives w.r.t. p and evaluate at p = 0, the
only difference is a factor two

2f(p°)

=2 apr(Pz)

p=0

. 6.67

o (6.67)

The last flow equation which can be extracted here is the one for gp2 ;2. Since the R?
pv o UTT 224

coupling at level 2 is associated with the p* behaviour of FIow(TZP a tril-ocal momentum

projection is suitable for extracting the flow of IRz, b2, To that end choose three
evaluation points s.t. the important momentum range 0 < p* < k? is fully covered.

A convenient choice is p?> = 0, p? = % and p?> = k2. As a next step match these
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three points to 9R2, h2, in the following way: The graviton 2-point flow behaves (i.e.
considering only contracted expressions) like

4
p
f*) = cok® + c1p® + C2pg (6.68)
where ¢, ¢ and ¢, are coefficients (cf. eq. (6.59)). The tri-local momentum projection
can then be used to derive equations for the three coefficients ¢y, c; and ¢ in terms
of the function f(p?) evaluated at the three points mentioned above. Evaluating eq.
(6.68) at the three points simply gives

f(0) =k - co, (6.69)

k2 2 C1 Co
f(?):k (0+5+3). (6.70)
fE?) =k (co+c1+ ), (6.71)

and solving for ¢y, ¢; and ¢y leads to

co = % (0), (6.72)
c1 = % <—3f(0) +4f (g) - f(kQ)) , (6.73)
¢ = % <f(0) _of (%2) + f(k?)) | (6.74)

Therein 9R2, n2, is hidden in the ¢y coefficient (they are not identical), s.t. the last of
the three equations has to be used in order to get a flow equation for 9R2, h2- Therefore
one can conclude: Eq. (6.60) has to be evaluated at the three points, the results must

be combined as in eq. (6.74) and the resulting equation should be solved for IRz, h2-

One can see that the whole RHS of eq. (6.60) is proportional to 32% and that some

Zp- appear. This can be handled as already done e.g. for the TT-projected graviton
anomalous dimension: Dividing the whole expression by Z), . (p®) cancels out each Z,,
s.t. only anomalous dimensions are left.

Let’ starts with p> = 0, which was already computed in eq. (6.61). Applying the
considerations made so far yields

327 2h)

mmwﬁ (0) = (2 = Mg (0) ey + ftnrs- (6.75)

Evaluating eq. (6.60) at p*> = £ gives

327 ony (K2 k2 ) 1 k?
WFIOW%’T) (? =|2- Nhrr 3 Hhrr + by — énhTT 7

1 k2 IRz, n2
~ 5 (e (5)) s, + "B (676
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Last but not least exploiting eq. (6.60) at p? = k? leads to

327 h '
7y PO () = (2= e (K)) i e = i (42)
TT
— (24 er (K%)) 9r2, 02, + Gr2, 02, - (6.77)

Combining the egs. (6.75), (6.76) and (6.77) as suggested in eq. (6.74) and solving for
IRz, 2, finally entails (note that fip,, and pp,, both cancel out)

: k?
9RZ, h3y = 2fthrr (UhTT (O) — 2hrr (?) + UhTT(k2)>
2

k
— (24 9rz, h2,) e (3) +2(1+ g2, n2,) e (K2) + 282, 02,

(2h) (k2
64r [ Flow((0) QF'OWTT (7) . Flow'?™ (%2) (6.78)
k> ZhTT(O) ZhTT (E) ZhTT(kz) . .

2

A derivative projection for the higher order couplings requires a derivative w.r.t. p*. Due
to too high computational costs this wasn't investigated in this thesis.

Projecting the flow on its S-component
Essentially one has to repeat the same steps as before. Now both higher order tensor
structures appear and the other theory parameters are the S-projected ones. Using
Mathematica one gets

I (p? '
F(SQh)(pZ) _ 52(671-) (Nhst +p2 -9 <39R2,h§ + gRﬁwh?rT> E . (679)

Taking a scale derivative gives

Flow™ (1) = 15" (")
1

= 2567

4
/ p
ZhS <p2> (:uhsk:2 +p2 -2 (39R2,h§ + gRﬁwh%) ﬁ)

+ Zns (p) ( (fins + 2tng) k* — 2<39R2,h§ + 9R2, 2,
4

p
- 6932,h§ - 29Rﬁu,h%T> ﬁ) : (6.80)

A simple consistency check between the TT-projected and the S-projected flow equa-
tions of the theory parameters can be done with the replacements TT — S for all
parameters, 32w — 2567 for the prefactor, gr2, h2, — —2(39R27h§ + 9R3,,,h$T) and
IRz, n2, = —2(39p2 p2 + gRﬁwh%) for the higher order couplings at vertex level 2.
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Extracting flows of the theory parameters i, IR h2 and the S-projected
graviton anomalous dimension 7,
With these little adjustments follows for /i,

2561 (2h)

/lhs = (UhS(O) — 2),uhs + 2—F|OWS <p2 = 0) (681)
k27,

For the S-projected momentum dependent anomalous dimension 7, follows

s (P°) = !
S - 2 4
fins + % = 2(39R2 2 + 9r2, 2, (G — 1i7g)
P 2
o (3932,h§ +9r2,.n2, — 69R2 02 — 29R3U,h$T> (ﬁ - Hhs)
F @h)(2 _ _ L2 F (2h) (2
1256 | 1oWs = Zpsh) Flows (p) ) | (6.82)
k Zhs(_ﬂ’hsk ) k Zhs(p )

Its momentum independent counterpart redas

pQO) . (6.83)

Last but not least the flow equation for the Ricci tensor squared coupling at vertex level
. . . . . 2
2 obtained from a tri-local momentum projection at the points p> = 0,p?> = £ and

7
p? = k? is given by

256
s =~ z (apg Flow"
hs

: P k? Iz, 2
9IR2,h2 = —?S (ﬁhs(o) — 21 (?> + Uhs(k2)) +92 (9R2,h§ + TTT>

Irz, n2. 1 k? 1
-5 5 (1= (s + oz, ) ) e <5 ~3(1=2(30se
(2h) (k2
oo 256 [ Flow@(0) _Flows 7) Flowl" (k?)
+ 9Rr2, 2 ))Wh (k%) — —2 3
VT s 3k2 Zhs(()) Zhsc (%) Zhs (/{:2)

(6.84)

6.3.2 Flow of the ghost 2-point function

The flow of the ghost 2-point function only reveals information about the flow of the
ghost anomalous dimension 7.. To access 7). one can pursue the following path: The
ghost 2-point function is a symmetric rank 2 tensor and can be fully decomposed using
the transversal and the longitudinal projector. As suggested earlier a distinction between
Ze. and Z s unnecessary, s.t. only one Z. appears.
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Projecting the flow on its T-component
To project onto 7. one can use the T-projected flow of the ghost 2-point function which
is given by (thanks to Mathematica once again)

cc 1
I (p?) = §Zc(p2)p2- (6.85)

As usual take a scale-derivative which leads to

cc ~(cc 1.
Flow(T J(p?) = F(T '(p?) = §Zc(p2)p2. (6.86)
Extracting flow of the anomalous dimension 7.
The latter equation can simply be solved for 7. which was defined in eq. (6.58). One
obtains for the fully momentum dependent ghost anomalous dimension

2 Flow!™ (p?)

P*Z(p?) (6:87)

UC(pQ) =

6.3.3 Flow of the graviton 3-point function

The flow of the graviton 3-point function comprises the flows of the theory parameters
Ag,gRﬁ%T,ng’hg and 9R2, b, Generally speaking the graviton 3-point function is by
far the most complicated object in this thesis. To handle it carefully one has to build
suitable projectors to project onto the involved theory parameters and one has to stick
to a specific momentum configuration.

Constructing projectors
All vertices have one thing in common: Due to the generating tensor structure of the
cosmological constant each vertex has a momentum independent part (cf. e.g. eq.
(6.59)). Therefore it is possible to split the generating tensor structures at vertex level
3 in a momentum independent part (by setting all external momenta to zero, i.e. p; =
p2 = p3 = 0) and a momentum dependent part (by setting the cosmological constant
at vertex level 3 to zero, i.e. A3 =0), s.t.

T (01, pay p3; As) = T (b1, pa, ps; As = 0)
+ F/(:)h)(]?l =py =p3 =0;\3) (6.88)

holds. The higher order and the Ricci scalar tensor structures are included in the mo-
mentum dependent part while the momentum independent part only contains the cos-
mological constant tensor structure. Orienting oneself at this splitting implicates the
following projections:

As mentioned before F,(fh) has 6 open indices. A possible way to project onto theory
parameters is to contract indices pairwise (= each of the 3 legs) with three Pyt projectors
(since the TT-parts are the numerically dominating ones) or with two Py projectors and
one Ps projector (as the overlap of the Ricci scalar squared tensor structure with the Pyt
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projector is zero) and contract this with appropriate parts of F(Eg,_?). In principle it is also
possible to contract with suitable parts of the full I'®) but its unnecessary to include
the higher order tensor structures in the projectors since the higher order couplings will
already appear in the flows if one uses the Einstein-Hilbert tensor structures. Choosing
this approach of course comes with much less computational costs. Let's begin with
defining a projector which projects onto A3

PR (b, pa, ps) =P (1) PITY (p2) PR (ps)
h
F(E3H,)a'ﬁwf5'wy/ (p1 = p2 = p3 = 0; A3). (6.89)
Applying this projector on I'®") gives symbolically
3h) . afBysuv +(3h)
YV = lim PV (6.90)

p1,P2,p3—0

where all external momenta have to be taken to zero to really catch the momentum
independent part. To project onto IR h3, and 9r2, 3, One can define

afyduv apa’ B’ 5'é’ vu'v'
PP (p1, pa, ps) =P (p1) PIT° (p2) PR (ps)
3h

FI(EH7)a’B"y’6’M/y' (p1,D2,p3; A3 = 0). (6.91)
The two projectors defined in eq. (6.89) and eq. (6.91) are exaclty the same projectors
as in the previous works which only included Einstein-Hilbert tensor structures in the
vertices. For the projection on YR g ONe of the three Pt projectors is exchanged for a
Ps projector s.t. one obtains

PR (o, p) =P () PR (02) P (1)
FI(ESI-]ILL’,BW’&M’V’ (p1; P2, P33 A3 = 0). (6.92)

Symmetric momentum configuration
Unfortunately having constructed suitable projectors isn't enough to start the compu-
tation. Technical feasibility is another time a limiting feature: Although its possible to
express one external momentum, say ps, of the graviton 3-point function by the two
others (p; and py) due to momentum conservation, i.e. p; + ps + p3 = 0, it currently
seems to be technically impossible to end up at reliable results without using further
approximations for the configuration of the two remaining external momenta p; and
po. For the graviton 2-point function this won't lead to any problems since momentum
conservation forces it to only depend on one single external momentum p = p;.

In former works the most reasonably used momentum configuration is the symmetric
one which has the following key features: All three external momenta

e are aligned in a two-dimensional plane, e.g. in the (p°, p')-plane, s.t. pi =p! =0
holds for i = 1,2, 3,

e have the absolute value p,
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e are arranged s.t. two of them surround an angle of %’r

If one chooses the coordinate system s.t. the external momentum p; runs parallel to the
p° axis one gets the following configuration

1

2
_ V3

, is=p| 2|, (6.93)
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0
0
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N
.
N
. P3
<P
“~

Figure 6.1: Symmetric momentum configuration in the (p°, p!) plane

external momentum is indeed p and that momentum conservation p; + ps + p3 = 0 is
valid. Also let's take a look on scalar products of two arbitrary momenta p; and p; with
1,7 = 1,2, 3 since thousands of them will appear in the flows after the contractions with
the respective projectors were executed: A scalar product of a momentum p; with itself
will always give p;-p; = p? for i = j. Otherwise one gets p;-p; = |p;||p)] cos () = —1p?
for i # j. In addition one can write using the Kronecker delta ¢;;

30, — 1

Pi Py = =51 (6.94)

Evaluating all graviton 3-point flows at the symmetric momentum configuration will
therefore lead to expressions which are only functions of p?.
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Projecting the flow on its momentum-independent part
Using the A3 projector P, and after taking the limit p — 0 only the one momentum
independent term in F,(fh) survives. With Mathematica one finds

(3R) _ 1. (3r)\ __ 35 %
3 = tim (Pro T) = g6 Zi Gisg, Mo (699)

1

where o represents a full contraction of all six indices. Building the scale derivative gives

FIowg\Sh) = ff\3h)
35 o (73 b
= 65 04 (Zier Gz, o)

= (S g Nk ZE i itk
_96_7T 5 htt “hTT gR»h?’rT 3 +§ hrr nghiT gR’h%T 3

3 1 . 3 1
t Ziier Irs, MR+ 2 G As ’f)

35k 3 1 3 Zh 1 gR h3 ).\3
_ 93 3 \ 2 “hrr e —+1]. 6.96
96~ rr IR 3 <2 R VR ) %

Extracting flow of the theory parameter )3
The previous result can be dissolved for A3 which leads to

(6.97)

: 3 1 Gpns 967 Flow®™ (p2 = 0

— 3+ 3 1
2 ko g2 >
Ir s, N2 (0) 0.

Projecting the flow on its momentum-dependent part with three T T-projectors

A full contraction of Fl(f'h) with the projector Pg (where again Mathematica acts big)
yields

, 1 s 1 171p* 405 0
(3h) /2y _ 2 p p
L& (p?) = Wzﬁﬁgé,h% (—9)\3kp + s + ?gngh%TE) ,  (6.98)

Executing the scale derivative and dividing by Z,..(p*) p* (necessary for the projection
scheme: a p? comes from Pg) leads to

1
FIOW(G3h)(p2) B g;%h_sr_r [(_3 n 193&%) ‘ ( 171]92

= ° — Nk 4 —— o
Znge )72~ 209672 | \ 2" 2 g5 T

405 p : 171 p?
’ ?%hw) M)
405 p*

+ e <9R,h$T - 39R,h$T> (6.99)
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Extracting flow of the theory parameter gp s
The flow of grp3, Can be derived using a bi-local projection at the two points p* = 0
and p? = k2. As the expressions became very large at this stage only the resulting
flow equation is presented. The computation follows along the same lines as before, one
should only notice that the LHS of eq. (6.99) is indeed well defined for p* — 0. Without
further comments one ends up with

_ 16 3 L (171 L 405

nhTT(O) sgrns + < (171_405<9Rh3
> 40967r .
(

2

— 39R 3 hTT> Rp3, T 9r h3

g
<F|OWG K ) ~ lim M) ] (6.100)
()R -

Zhrr p?—=0 ZhTT( 2)]92

A bi-local momentum projection comes always with much more computational costs
than a derivative projection. Additionally the graviton flow at level 3 are in general
tremendously complicated compared to the 2-graviton flow. Therefore the corresponding
flow equation obtained by a derivative projection at p? = 0 is also investigated. Taking
a derivative w.r.t. p* of eq. (6.100) evaluated at p* = 0 yields

8 - 40967k 1 Flow'o" (p?)

Irngy = (24 30ner) Grpg, + 171 JRH, O Ly D?

p?=0

(6.101)

Extracting flows of the higher order couplings
Unfortunately this is the point were the borders of computational feasibility couldn’t be
resolved. Hopefully this problem can be solved in future works. That is why no explicit
flow equations for the higher order couplings at vertex level 3 are presented.
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7 Computational details

For the sake of understanding basic ideas of the computations a few computational details
are presented in this chapter. Since many different programs were used this is mainly
done in symbolical rather than in technical language. At some points the discussion gets
more detailed to provide successful methods for further work in the future.

7.1 General workflow

At first the whole workflow is presented below as a flow chart.

[ Set up tensor ]

structures 7;

N

Compute vertices Generate building
r™ n>2 blocks G, GRG
\J Compute flow \4/
diagrams
v

Project/trace flow )
diagrams and insert
couplings/Z's

Numerical Analytical
computations computations

Vs

Compute flow
equations for
theory parameters
and (momentum
dependent) 7's

\
Find fixed points
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Computational steps

At first vertices are computed from a set of tensor structures. Therein one should use
general and unspecific prefactors for the tensor structures to shorten the expressions
which have to pass the tracing process. Then the propagators can be derived. With the
vertices and building blocks by hand one can assemble the flow diagrams. Combining
the latter with projectors and tracing over open indices leads to scalar quantities. After-
wards one can replace the general prefactors by concrete couplings and Z's. It is only
left to execute the integration over the loop momentum. Depending on the investigated
theory parameter this is done either numerically or analytically. Repeating these steps
for different flows and projectors yields a set of flow equations. This allows to search for
fixed points. Furthermore the fixed point values can be used to investigate other aspects
of the flows, e.g. their polynomial momentum dependence.

Number of terms
The biggest challenge in this work is to handle the enormous amount of terms due to
the higher order curvature invariants. An overview of the number of terms in contrast
to the Einstein-Hilbert case is presented in Table 7.1 and Figure 7.1.

Vertex order Einstein-Hilbert with higher orders factor
3-graviton vertex 206 terms 1156 terms ~ 5.6

4-graviton vertex 3597 terms 44 652 terms ~ 12.4
5-graviton vertex 65799 terms 1554 546 terms ~ 23.5

Table 7.1: Comparison of the number of terms for different graviton vertex orders in the
case of Einstein-Hilbert and higher order vertices

Number
of terms

108

10°

104

, — with higher orders
10 Einstein—Hilbert

‘ _ Vertex
3 4 5 order

Figure 7.1: Number of terms for and higher order vertices at each order
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Especially the plot reveals the difference to Einstein-Hilbert vertices: In both cases the
number of terms (depicted by the colored dots) is approximately exponentially growing
with the vertex order (denoted by the fitted straight lines in a logarithmic plot). But for
higher order vertices this growth is slightly larger and the starting point is much bigger
than for Einstein-Hilbert vertices.

Programs in use

Unsurprisingly the most important program for the whole work is Mathematica by Wol-
fram Resarch Inc. (version 11.2) [107]. But for some tasks other programs or packages
for Mathematica turned out to be more suitable since the wide powerfulness of Mathe-
matica can be its bottleneck if expressions are too complicated. In the case of quantum
gravity this applies mainly to two computational steps: The derivation of vertices which
is nothing but taking functional derivatives of very complicated objects and the tracing
process of full diagrams in combination with several projectors. For both parts the math-
ematica package TARDIS (unpublished version) [108] is used. TARDIS itself uses the
packages VertEXpand (unpublished version) [109] for the generation of vertices, FORM
(version 4.2.0) [110, 111], the xAct packages xPerm (version 1.2.3) [112], xTensor (ver-
sion 1.1.2) and xPert (version 1.0.5) [113], DoFun (version 2.0.3) [114] for symbolic
flow equations and FormTracer (version 2.3.4) [115] for the tracing process. Only for
the G-projected 3-graviton flow self-written FORM scripts were used instead (cf. [116]).
A typical expample of FORM code can be found in Appendix A of [116].

Spherical coordinate system
Another task is to execute the integration over the loop momentum 4-vector ¢. In
order to do that one has to stick to a specific coordinate system. Of course spherical
coordinates are the best choice due to their symmetry properties. Generalizing the well-
known expression for the three-dimensional spherical coordinates to a four-dimensional
space leads to

cos (6)
. sin (01) cos (6,
goq| mODen) (7.1
sin (61) sin (0) cos (¢)
sin (61) sin (0y) sin (¢)
Therein ¢ denotes the absolute value of ¢, the two 6; are the azimuthal angles s.t.
0; € [0,7) for i = 1,2 and ¢ is the radial angle s.t. ¢ € [0,27). Calculating the
Jacobian yields an expression for the four-dimensional volume element
d'q = dq¢®df, sin® (6,) db sin (6,) do. (7.2)

For actual computations it turns out to be advantageous to transform the two azimuthal
angles 0, and 65 to real numbers x and y by defining

x :=cos (0y), (7.3)
y = cos (0,),
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st. z,y € [-1,1). Using dz = —sin(#;)db;, dy = —sin(f2)db, and sin(6;) =
V1 — 22 then gives

d*¢ =dg¢®dz V1 — 22 dy do. (7.5)
In this coordinates the integration is performed over the region [0, co) x[—1, 1) x[—1,1)x
[0, 27).

It is left to say a word about the orientation of the momenta within the coordinate
system. The two choices made so far (i.e. choosing a coordinate system in eq. (7.1)
and a specific momentum configuration in eq. (6.93)) correspond to 0;<((p1,q). For
computations at 2-point flow level momentum conservation kills ps, s.t. the y-integration
can be evaluated directly which simply gives 2. Only at 3-point flow level p5 has to
be respected (but again momentum conservation eliminates p3) and the y-integration
becomes non-trivial. In addition mixed scalar products, i.e. scalar products of the loop
momentum and one external momentum, can be evaluated using

—

1-q=pqcos(th) =prquz, (7.6)
L Pq -
> q =5 (— cos (6;) + V/3sin (65) cos (92))

=Bl (—a+vBVI=27y). (7.7)

A formula for scalar products between two external momenta was already presented in
eq. (6.94) s.t. all occurring scalar products are executable now.

7.2 Some more details

The 2™ part of this chapter is dedicated to those who want to redo some of the shown
computations on their own. Having in mind the working routine from the previous
section this mainly applies to the steps generate building blocks, analytical computations
and numerical computations. For each step mentioned a simple example and some
explanations are discussed. Additionally intermediate results are presented to provide a
more deep understanding and to simplify a potential reconstruction.

7.2.1 Pure propagators and propagators with regulator insertions

Here the computations of the building blocks are discussed. The crucial parts are: 1%
Representing the graviton 2-point function in a suitable basis, 2" inverting 2-point func-
tion + regulator and 3" taking the limit o — 0. Of course the situation for the gravity
building blocks is much more complicated than for the ghost building blocks since the
ghost and anti-ghost fields only have one index, i.e. ¢,, ¢,, whereas the fluctuating met-
ric in gravity has two (h,,,). The propagators follow by taking two functional derivatives,
therefore this gets even worse: As one will see the ghost propagator can be represented
as a 2 x 2 matrix while the graviton propagator needs a 4 x 4 matrix. Since this section
will involve juggling around with indices all quantities are denoted with explicit indices
henceforward.
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Graviton propagator

As mentioned many times before the graviton propagator is constructed from the gravi-
ton 2-point function which follows from taking two functional derivatives of the appearing
tensor structures and the gauge-fixing action Sgr (since Sgr o< h?) w.r.t. projected parts
of the fluctuating metric h,, (the ghost action Sy, doesn't contribute) and dressing
the result with suitable wavefunction renormalization constants Zj,.. and Z,, (cf. sec-
tion 6.2). Therefore the graviton 2-point function has four open indices and so does
the graviton propagator. Let's start with a general expression for the undressed graviton
2-function without respecting the different projections, i.e. just taking functional deriva-
tives w.r.t. h,,, to get a better understanding for the vertex construction presented in
section 6.2 and to justify it. Orienting at eq. (6.45) suggests

_ ) ~ ~ ~ 5
Lo, = Shm §ho / d'z [\/5 <9A +grR + g2 R* + gRﬁ»RZV)

1
Gg— g, F"EF"|. 7.8
+\/§2a9u ( )

Note that taking functional derivatives of a scalar quantity w.r.t. the fluctuating metric
with upper indices will result in a quantity with lower indices. The explicit computation
of eq. (7.8) can be done with TARDIS. It calculates the two functional derivatives
generically, uses the resulting Dirac delta’s to carry out the space-time integration in eq.
(7.8) and to implement momentum conservation and transforms the result in momentum
space using a Fourier transformation. Therefore the result only consists of Dirac delta’s,
one momentum vector p (only one instead of two due to momentum conservation) and
scalar products of the same. Fortunately the graviton 2-point function is short enough
to be written out here. The result is ordered w.r.t. the terms appearing in eq. (7.8)

_ 1 B
F/(Euhw)a = Z <5,ul/5'ya - 5uo'5yfy - (S,w(syg> [N ~ (\/g)@h)

1
+7 (pQ(éwaw 0By — 20,0

- 5uopup'y - 5,uap’ypu - (57Vpupa - 5,u'ypupo

260Dy + 2005 ) ~ (VIR
+2 (0,0 = pupv) (8,00 — PyDo) G2 ~ (/gR*)®
1
+ 1 <p4 (26,040 + 67000 + 6000y

- p2(26lwp'ya + (S,u'ypupa + 5,uap1/p'y + (5V"/pup0'
+ OuoPuPy + 2010DuDy) + 4pupupypa> Jrz,  ~ (VR

1
+ @ <5uyéfyap2 - 26,uup7p0' - 2570pﬂp’/

+ 5uapupv + 5;wp7pu + 5wpupa + 5M’Yp1/pa>' ~ (\/EFMFM)(%) (7-9)
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From this representation one can learn four things: 15t The part which comes from the
cosmological constant term is momentum independent, 2" the part from the Ricci scalar
goes like p?, 3 the parts from the higher orders tensors have a p* behaviour and 4"
there is a term é from the gauge-fixing action Sgf, s.t. the limit o« — 0 can't be
taken here. Luckily the propagator is computed after inverting the dressed version of eq.
(7.9) which prevents from any problems regarding o — 0.
The next step is to express the graviton 2-point function in a suitable basis. As said
before this is the basis formed by the six Stelle projectors. With them one can write
6
e =>"répl, ., (7.10)
i=1
in general. To represent this as a 4 x 4 matrix one has to map the six individual indices
i to six other indices constructed from pairs of only four indices (7, k) with j A k < 4.
The first four indices are mapped equally, s.t. @ — (i,7) holds for i = 1,2,3,4, i.e.
1=TT,V,S1,S,. In the resulting 4 x 4 matrix these are the four diagonal entries. The

last two indices are mapped to the two off-diagonal elements in the lower-right 2 x 2
block matrix, s.t. 5 (i.e. S3) — (3,4) and 6 (i.e. S4) — (4,3) holds. Finally this yields

e 0 0o o0
_ o ¢ 0 0
e = Yo _am e | (7.11)
0 0 TIg Ts,
o0 o
Following this procedure for the explicit graviton 2-point function given in eq. (7.9), i.e.
fully contracting it with each of the six Stelle projectors to get the matrix entries (note
that the 15t Stelle projector has norm 5 and the 2" has norm 3 while all others have
norm 1, s.t. one has to divide the respective entries by 5 or 3), changes the involved
couplings to their projected versions. Therefore one can use eq. (6.50) to assign the
projected g7 .. couplings and then the four identifications for vertex level 2 to include
the real theory parameters. Please note that at this stage also V-projected couplings
appear. One can include Z4, and ends up with the dressed graviton 2-point function

08 21 (17 + 0150, ). (7.12)
e _ 7, (M?gf + %) , (7.13)
o (S ) o
)~ 2, (M 2, (7.19)
e — M = _ 7, (@’i’;ki) + fj) . (7.16)
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Now one is able to compute the graviton regulator. It is chosen to be

Ryuno (%) = (T, (%) = T, (0)) O (K — p°). (7.17)

uvyo uvyo

When computing eq. (7.17) explicitly using egs. (7.12)-(7.16) one will directly see that
this choice for the graviton regulator cancels out the momentum independent part of the
graviton 2-point function, i.e. the term proportional to the graviton mass parameter.
Therefore the regulator carries no mass term which is independent of the momentum
scale and only acts as a mass term for low momentum modes. For the further calculation
one can use the exact same basis as before since R oc I'?" s't.

Ri(p?) = T2 = TP ()0 (k> — p?)  withi={1,2, 3, 4,5, 6} (7.18)

%

and
6 .
R,uu'ycr = Z Rz P;uj,ya (719)
=1

holds. This feature is crucial if one wants to obtain the graviton propagator: Since both
the graviton 2-point function and the graviton regulator can be expressed in the full
Stelle basis the graviton propagator simply follows from inverting the sum of both in the
Stelle basis. Therefore one can write

6 —
Gh o = (Z(r§2h> + RZ-)PZWW> ; (7.20)

i=1
The remaining task is a simple matrix inversion. Based on the general form of the
propagator building blocks (cf. eq. (7.11)) one can deduce that the inverse graviton
propagator is of the form
0 0
0

c
S

with general coefficients a, b, ¢, d, e, f. Matrix inversion of eq. (7.21) then leads to

o O

(7.21)

o o o
™

0 0

0 0

Gy = (7.22)

O o= O
QL

e
cd—ef —cd+ef

5 _c

—cd+ef cd—ef

S O O e

As an example let's compute the V-component of the graviton propagator explicitly.

Inserting eq. (7.13) gives an expression for the V-component of the graviton regulator

k2 _ p2
2a

Ruy = Zn, ( ) O(k* —p?), (7.23)

86 Chapter 7. Computational details



7.2. Some more details

s.t. the V-component of the graviton propagator reads (cf. eq. (7.20))

Crv(@?) = (T2 () + Ryw (%)) ™"

- 1 32Ty
 Zy 16m(p? + (k2 — p?)O(K? — p?) + apun k?)

(7.24)

Last but not least the limit & — 0 can be computed without further problems. For the
V-component of the graviton propagator this leads to

. 2 .

lim G, v (p7) = 0, (7.25)
as promised before. Note that all other components are finite in this limit. Proceeding
for all remaining components as shown in the example and putting everything together
finally gives for the full graviton propagator

CTT 0 0 0
0 0 0
G = (7.26)
0 ¢ V3cs
0 0 v3cs 3cs
with
_ 32rm 2, .2 p
T = Zner [thk +p +9R3V,h$Tﬁ
2 2 p* 2 N
+ (k (L4 9re, p2,) — P — gRﬁu,h?rTﬁ) Ok*—p )} , (7.27)
]_67T 2 9 p4
Cs = Zns [ — pngk” —p” +2 (39R2,h§ + gRﬁ,,,h%T) 2

+ <k2 (‘1 +2 (3932,h§ + ngw,h%T)) +p°
4

—2 <3gR2,h§ + gRgu,hQ %)9(762 - pz)} - (7.28)

At last the four scalar components in eq. (7.26) can be merged using the scalar projector
P5ap defined in eq. (6.38).
Graviton propagator with regulator insertion

The other building block in the gravity sector is (GRG),. This quantity appears in all
diagrams with a graviton loop and it's important to note that every regulator insertion
has a propagator on its left and right side (cf. diagrams in eq. (6.17) where the orange
dots for the propagators weren't dropped). To compute (GRG)h one has to follow
three steps: 1%t Compute R, from R, by taking a scale-derivative, 2" do a matrix
multiplication of all three quantities (propagators without o — 0 since R, é) and
3 take the limit o — 0. For the 1%t step the full graviton regulator is needed. Each
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of its six components can be calculated analogously to eq. (7.23). Taking a scale-
derivative of this will especially produce Z'hi if hitting a Zj,, term, ngvhg,gRiwh%T terms
if hitting the higher order couplings and 2k2?6(k* — p?) if hitting a ©(k* — p?) term. The
latter circumstance won't cause any problems since the whole term will be of the form
~ (k* — p*)o(k* — p?) (cf. e.g. eq. (7.23)) s.t. momentum integration over the loop
momentum Kkills this term. Therefore it is in principle possible to leave it out in actual
computations. The full expression for R;, will not be written out here since it is simply
too long.

For the matrix multiplication one needs the graviton propagator without a — 0 which
is also a very long expression. Therefore let's skip the explicit matrix multiplication and
move forward to the 3 and last step: The matrix (GRG), has the same structure as
the propagator (5}, i.e. taking the limit & — 0 results again in a vanishing V-component.
Also the scalar sector of (GRG),, can be abbreviated as before using the scalar projector
P Finally one gets

drr 0O 0 0
. 0 0 0
GRG)), = 7.29
(GRG)n 0 de V3de (7.29)
0 V3ds 3ds
with (using the graviton anomalous dimensions 7., and 7;,)
327mk? :
drt = ; (2k4 + (k' = p4)9R3wh$T — k" Nher + KD ey
TT
+ g2, 2, 2060+ Y + (0" = K )
(K2 (07 = e k® o (6 = pP)O(R? — 1?))
-2
+ g, 2, (0" + (K = pHO(R* —p?)) ) O(k* — p*)
+ §(k* — p?) term] : (7.30)
—167k? , )
ds = A [<2k4 - (k‘4 - P4)(69R2,hg + 29%@%) - k’47lhs + k2p277h5
S

+ (6ng,hg + 2gng,h$T> (2(K* +p") + (0" = K")ns) )
. <k2 (p2 — pink? + (k2 — p?)O(K? _pz))
-2
+ (69R2,h§ + 29%,;1%) (" + (k' = pHer* - p)) ) O(k* —p?)

+ 6(k* — p?) term] : (7.31)
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Ghost propagator
For the ghost propagator the approach is essentially the same. The only difference is that
the ghost 2-point function has just two open indices which makes the whole computation
dramatically less difficult. One can obtain the ghost 2-point function from taking two
functional derivatives (one w.r.t. the ghost field ¢* and the other one w.r.t. the anti-
ghost filed ¢”) of the ghost action Sy, since Sgn o c¢. All other input quantities (tensor
structures or Sgr) don't contribute. Therefore one gets

(cc 5 5 = —«
FLV) = ﬁ@ d4$\/§C Maﬁ Cﬁ. (732)

Computing this expression with TARDIS leads to the simple term

T = 10 (7.33)
Obviously taking the limit & — 0 isn't necessary for the ghost sector at all. In principle
it is possible to express the result in a basis formed by the transverse and longitudinal
projectors and go on, but due to the simple form of I'\e-) the computation should be
done without changing the basis.

The next step is to implement the ghost wavefunction renormalization constant Z..
Using the analog of eq. (6.50) for the ghost sector leads to

. = (cz) (7:33) L
F;(w) = Zc F;(w) = 7])25/11/' (734)

From this one can directly obtain the ghost regulator

Repw = (U3 (K?) = T30 (%) ©(K — p°)

pv

| N

(kQ - p2>@(k2 - pz)(s,uzw (735)

The needed matrix inversion for the graviton propagator is particularly simple since the
Kronecker delta is it's own inverse. Therefore one ends up with

2
7. 0+ (= )0k —p")d)
_ 2 5 (7.36)
= Zc<p2 + (k’2 —p2)@<k2 —])2)) v .
Ghost propagator with regulator insertion
It is left to compute (GRG).. Fortunately one can directly use the propagator in eq.

(7.36) since a — 0 doesn't regard the ghost sector, s.t. only R. has to be computed.
Straightforwardly one gets

-1

Gc,;w =

) 1 )
Bog = 5 (222 + 2ok = p)OK = )

+2k2Z, (k2 — pP)O(K? — p2)>5W. (7.37)
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Combining the latter two equations and inserting 7. finally yields

(GRG)C“LLV - Gc,,uaR?BGCﬁV
_ (202K — (K - p?) O(K* — p?)
—\ Ze(p? + (12— p?)O(k? — p?))?

W )0 =)\ |
Zc(p2 + (]{ZQ — p2)@(k2 _ p2))2 v

(7.38)

7.2.2 Momentum derivatives and analytical integrals

Some flows are computed by taking a 2" derivative w.r.t. p evaluated at p> = 0. In
an actual computation this step would be done before integrating analytically as the
integrand isn't singular. The non-analytic behaviour of the Litim-regulator complicates
the situation and somehow introduces a misbehaviour of Mathematica: Products of
Heaviside theta's and Dirac delta’s aren’t treated well. In general this can be handled
using [117]

5(1:)f(1:,@(x)):5(x)/0 duf(0,u). (7.39)

A diagram with a loop has two loop contributions: A propagator with regulator insertion
carrying the loop momentum ¢ and a propagator with momentum p + ¢q. Then each
projected part of the full diagram has the following general form

f )0 — ¢*)
m? + s2 4 zs* + (k? — s — 2sY)O (k% — s2)’

diagram = (7.40)

where s? = p? + 2pgx + ¢* was introduced. The s-dependent Heaviside theta in the

denominator can be pulled up using

1 Ok —a?)  O(a* -k
a? + (k2 — a2)O(k2 — a2) k2 + a? ' (7.41)

Taking a 2" derivative w.r.t. p evaluated at p?> = 0 gives only two contributions which
don't vanish after integration (e.g. aterm ©(k?—q?)©(¢*>—k?) appears which of course is
zero after integrating over ¢). The 1%t of them can be integrated in Mathematica without
further problems. Only the 2™ contribution needs a careful treatment: At p*> = 0 (which
implicates s?|,2—o = ¢*) one finds

82

o (diagram) o f"(0)0(k* — ¢*) (

m2+ k2 +zkt  m24 524 25t
4f(0) (q2x2 + 226145172) 2 2 2 2
— oqg° —k k* —qg°). 7.42

O(k* — ¢%) O(¢° — k?) )
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The 3™ term in eq. (7.42) can be resolved using eq. (7.39), in particular one gets

. 1
5(q® — k)0t — ) "2 5(2 — k?) / duu = %5@2 — ). (7.43)
0

To simplify expressions like 6(f(x)) one can use the formula

" 0w — ;)
o(f(x)) = _ 7.44
1) =2 T5 749
where x; are single roots of f(z). In the present case this leads to
2 g2y — L (5(q— _olg—F)

since k > 0 and ¢ > 0. Now all expressions can be integrated without further ambigui-
ties. For a more detailed discussion cf. section 7.4 in [116].

7.2.3 Numerical checks of analytically performed integrals

In principle integrating analytically is technically much easier then integrating numeri-
cally and interpolating the result, but practically one should check analytical results with
a short numerical computation. This applies especially to the flow equations of 15, ftne
and A3, which are obtained by a projection at p?> = 0 and to the analytical equations of
IRh3, and the anomalous dimensions, computed via a p* derivative at p* = 0.

Introducing the Fermi-Dirac distribution
A reasonable and also fast check can be done as follows: At the first the Heaviside
function gets replaced by the mirror-inverted Fermi-Dirac distribution which exhibits a
small parameter ¢ and is given by

1
CTICORS]

(7.46)
This function is analytical and has the property to converge to the Heaviside function
in the limit € — 0, i.e. f(z) — ©(x) for ¢ — 0. Figure 7.2 shows f(x) for different
values of €. Therein one can clearly see how it converges to the Heaviside function for
shrinking €. Furthermore its derivative is suitable to replace Dirac delta functions s.t.
Opfe(x) — 6(x) holds for € — 0, which is depicted in Figure 7.3. Both figures suggest
that € = 1072 and ¢ = 1072 should be sensible values for a numerical test s.t. an
agreement up to several decimal digits should be achievable.

Numerical check procedure

Another nice feature for a test is the convergence property of f.(x) since this property
is handed down to the full diagram. Consequently integrating a diagram numerically
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Figure 7.2: The analytical Fermi-Dirac Figure 7.3: Derivative of the analytical
function with four different Fermi-Dirac function with four
values for € different values for €

for shrinking € and plotting the resulting numerical values for each e should give a
converging curve where the result obtained with the smallest values of ¢ should by equal
to the analytical result up to a given numerical precision. In practical computations
a recommendable choice is to lower ¢ in logarithmic steps from 107! to 1072 and to
integrate a full diagram, s.t. one gets out 5 different points of the form (e¢/numerical
value of the diagram). It should be clear that a numerical integration can only be
done without other parameters hanging around, i.e. all theory parameters have to be
set to a specific numerical value. Therefore the whole procedure should be repeated
with several distinct numerical values for the theory parameters. Plotting the results and
building in the analytic value (obtained by using the same numerical values for the theory
parameters) leads to charts like Figure 7.4. Therein the red line denotes the analytical
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‘(;; ® & L ]
:_ 5210—1 5 :
S -0.0058 . 1
(e}
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r e=10"" b
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€

Figure 7.4: Numerical check of an analytically integrated flow diagram at p? = 0
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result and the blue points have to be read from right to left, i.e. € shrinks from right to
left (beginning with ¢ = 10~! and ending up with ¢ = 1073 in logarithmic steps 107%5).
The shown graph corresponds to the ghost diagram of the TT-projected flow of the
graviton 2-point function at p? = 0 where all theory parameters were set to 1.

The procedure also works for the derivative projection up to 2" derivatives of a flow
diagram w.r.t. the external momentum p as pointed out in Figure 7.5 (same setup).

e=10"
° ]
0.004 | -
e=10""5
[ ]
=102 1
B o002t =10 €=1029 ° .
s Y [ ]
()]
=)
N ' .
Q0000+ - o Numerical values
< 1
E3
3 —— Analytical value
th -0.002 | N
-0.004 - .
. ! ! ! | ! ! T ! ! ! | ! ! T
0.001 0.005 0.010 0.050 0.100

€

Figure 7.5: Numerical check of an analytically integrated flow diagram after taking a 2"
p-derivative at p*> =0

Unfortunately the non-analytic behaviour of the Litim-regulator destroys every numer-
ical computation beyond 2" derivatives. This concerns especially 4t derivatives, which
would be necessary for a projection onto the higher order couplings within a derivative
projection scheme.

7.2.4 Numerical integration and interpolation procedure

The bi-local and tri-local momentum projection requires a lot of numerical integration
and subsequent interpolation. Before going into details remember that the flow of the
graviton 2-point function has to be evaluated at four different points (p? = 0,p* =
%2,192 = k* and p? = —pip k).

Integrating diagrams analytically
In the case of p?> = 0 the integration can and should always, i.e. for all diagrams, be
performed analytically without any approximations. Furthermore the tadpole diagram
(for each level there exists one unique tadpole diagram) should always be integrated
analytically since the loop and therefore the whole denominator doesn’t depend on the
external momentum p. In all other cases the integration has to be performed numerically.

Chapter 7. Computational details 93



7.2. Some more details

Integrating ghost loop diagrams numerically
In principle integrating a diagram with a ghost loop is much easier than integrating a
diagram with a graviton loop, especially for a numerical integration. For p? # —uhTTlSk2
the only appearing theory parameters are IR b3, and 7n.(p*). The general factored form
is given by

00 1 2
(2h) o 3 f(p,q,-T) _770<q )g(p7Q7x)
(7.47)

with general functions f, g and h. To integrate such an object numerically one can do
the following: First of all gp ;2 can simply be excluded since it's a total prefactor if its
momentum dependence is neglected. As a next step the numerator can be written as
a scalar product of 2D vectors where the 1 entry corresponds to 7?0 and the 2" entry
corresponds to 7).(¢?). The approximation 7.(¢*) = n.(k?) allows to exclude the vector
containing 1° and 7.(k?) and one can write in total

h V 1 - LE2 (pv q, ilf)
FIOWEI?T\)S ghost = 9Yr h%’T 1 77c kQ / dqq / < .

h(p,q, 9(p,q,x)
—_—

=Trp
(7.48)

For graviton loop diagrams the latter 2D vector will be a high dimensional tensor. There-
fore it's generally called theory parameter tensor Ttp. If n different theory parameters
appear in a diagram the corresponding theory parameter tensor has dimension d = n—+1.
The entries of 71p do only depend on the external momentum p, the loop momentum
g and the angular coordinate x. To integrate both entries numerically it is only left to
stick to a specific value for the external momentum. For practical computations it is
also highly recommended to set k = 1, ©(k* — ¢?) = 1 and integrate over ¢ from 0 to
1. At last the integrated theory parameter tensor can be multiplied with the 1% vector
to obtain the final result.

In the case of p? = —fthyrs k* a new theory parameter appears, i.e. i, OF [ig e
spectively. Unfortunately it is not possible to exclude this parameter since it is contained
in all three functions f, g and h. The most common way to circumvent such a problem
is to integrate the whole expressions numerically for many specific values of i, or fipe
and to interpolate the result, i.e. integrating numerically on a grid. A reasonable range
is finrrs € [—0.8,0] with 0.05 steps s.t. one gets out 16 points in total. The result
can then be interpolated with polynomials of order 3 (or even higher) since the grid is
structured.

Integrating graviton loop diagrams numerically
Now things get more complicated: Firstly the graviton propagator introduces poles which
depend on the specific approximation. In approximation 1 (only including the wa tensor
structure besides Einstein-Hilbert and identifying fin = ftng, Mhr = 7)) the factored
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graviton loop diagram is of the form

[e%e) 1
F|OW£|—2-|}}) :(;) :/0 dq q3/1dxm
9Rh3,
h2; + :uhTT)2 (1 + Jr2

(il

(1 - QQR%W, h2; + thTT)2
) f(p7 q,7, 77h-r-r <q2)7 :U’h-r-m ngw,h%Ta ngw,h%T7 )\3) (7 49)
g<p7Q)x7,uhTT7gR2 h-2|-T) 7

mal

with general functions f and g. Note that factorizing the diagram causes f = f(n ).
The poles are explicitly included in the 2" term in eq. (7.49) (cf. blue and green
lines in Figure 7.6) and also implicitly contained in the function g. In general the
numerical integration and interpolation procedure has to circumvent the poles but the
final result should still include the behaviour of the poles in their neighborhood. This
can be achieved by pulling the prefactor containing the poles out of the integral and
excluding a small region around the poles in the numerical integration and interpolation
procedure (cf. orange dashed lines and red points in Figure 7.6). Furthermore the theory

T T T T T
1.0F - . . . . . . . .4

051 -

| = 1-292 g, *+Hnr; =0
1+9rz, 2 +Mprr=0

————— Exlcuded regions

::;1 00 FPew | . F.PEH;( . FPe - Sampling points
2d
>
* Excluded points
:‘\\\- . . . . : : " 1 x Einstein-Hilbert FP w/ n
\\\\ .\\\\\ . . . . . . . 4
TSN x Einstein-Hilbert FP w/o n
. \\\\ .. \‘~\ . . . . 4
TSI Gaussian FP
-0.5 . \\\\. \\\\ . . . . . -
TSNl
-1.0 N
-0.8 -06 -04 -0.2 00
M

Figure 7.6: Sampling points, poles, excluded regions/points and trivial fixed points for
the 15 approximation

parameter tensor 7T1p consists of much more entries: All theory parameters appearing
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in the function f have to be pulled out the integral in all powers. The maximal power
are nhTT’ ’LLhTT"gRQ »” ,gRﬁth and A3 (the minimal powers are zero for all parameters).
Therefore T1p has 2- 4 7-2-4 = 448 entries. Of course not all combinations exist, s.t.
only 150 entries are non-zero and have to be integrated explicitly. Applying all this to

eq. (7.49) gives (this step is fully analogous to the step eq. (7.47) to eq. (7.48))

IRK3,
(1= 29g2, n2. + pner)* (L4 gre, p2, + bigr)?

nro

Z M’}LLTT gR2 h2 gR;Zwth AS nhTT kQ / dqq / dﬂj 1 - xz

i7j7k’l7m

. f(ijk’lm) (p> q, .T)
T (9 ( w) , (7.50)

b,q,xr /Lh-r'ra ng,,

Flow T’“|3h —

where each entry of 77p has the same denominator g (containing the two poles) and
different numerators f;;iim)-

Now a word about the poles and how to handle them. Excluding small regions around
the poles divides the theory parameter space in three regions (cf. Figure 7.6), where
only one of them is physically relevant: The region surrounded by the two poles contains
the Gaussian fixed point (yellow cross) and the fixed points for Einstein-Hilbert tensor
structures with and without n's found in [17] (purple and light green crosses). The
Gaussian fixed point should be connectable to the fixed points of the full system via
a flow trajectory and the Einstein-Hilbert fixed point via an adiabatic expansion of the
higher order coupling. Therefore the found fixed points have to lie in the same region.
Otherwise a trajectory would run into a pole.

Moreover one gets constraints from the graviton propagator: Comparing the TT-
component (cf. eq. (7.27)) with the S-component (cf. eq. (7.28)) reveals that the
RZV coupling (o< p?) appears with different signs. Therefore at least one of the two
components will become negative for high momenta. Consequently the presented ap-
proximation is only valid for p?/k? < 1. Otherwise unitarity would be lost.

In approximation 2 (now only py. = ppn) the R? coupling comes into play. The
calculation follows along the same lines but yet the poles are surfaces in a three dimen-
sional theory subspace spanned by [hrrs 9R2 B2 and 9R2, h2, (cf. blue and red surfaces
in Figure 7.7). The analog of eq. (7.49) reads

FIowTh)|3h / dqq/dx 1— 22

' 9IR.h3,
(1 —69re 2 — 29R2, 52, + bire)® (1 + gre, p2, + finrr)?

v

f(p,q733>77hTT(q )777h5<q ) Hhrrs YR2 125 9R2 h2>9R2, h2, s IR2 h3. /\3)

(7] 28]

g<p7 q, T, lhrrs IR2 ,h2s gRW,, )

(7.51)
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The logic is the same, but of course the theory parameter tensor grows again. The high-
est powers are now nilwwmlzsv“?wwgiz?,hg’g%%?,hg’g?%gwh%ggzlzgwh% and A2 (the minimal
powers are again zero for all parameters), s.t. Ttp has 2:2-4-5-2-7-2-3 = 6720 entries,
but fortunately only 640 of them are non-zero. Due to the high amount of terms and
the additional theory parameters the density of the sampling points is lowered compared
to approximation 1. However parallel computing is essential.

The poles (cf. blue and red surfaces in Figure 7.7) divide the theory subspace in
four parts, where one part includes all previous fixed points (light green/purple/yellow
dots, which are aligned on a grey dashed line). Here the setting is different: To pre-

1.0

W 1-69r2 12-20R2, 13, +Hprr=0
B 1498, M =0

W 9r2,2,=0
W 9r5=-39r, %
P

¢ Sampling points
e Einstein-Hilbert FP w/ n
e Einstein-Hilbert FP w/o n

o Gaussian FP

Figure 7.7: Sampling points, poles, included regions and trivial fixed points for the 2"
approximation

vent the graviton propagator components from becoming negative one has to demand
that IR, h2p = 0 (restricted by the light green plane obtained for an equal sign) and
—(39R27h§ + gRiwh%T) > 0 (light red plane, also computed with an equal sign, which
is connected to all three fixed points). The remaining subspace is no cuboid, which
is impractical for an interpolation procedure based on a grid with low sampling point
density. To change this the maximal absolute value of both higher order couplings is set
to 1. Then ggz 52 _is only computed in [0, 1], s.t. gge p2 has to stay within [—1, —3] to
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fulfill the prior mentioned requirements. gr2pz = —% is shown as a light blue plane in
Figure 7.7. Together with the light green plane it limits the cuboid computation grid.

Short summary
To get a quick overview how the three diagrams at the four momentum values are
computed have a short look at Table 7.2.

Momentum Q :©: — —
value R
p? =0 analytically analytically analytically
p? = % analytically numerically — (on numerically (w/o
grid w/ different poles)
poles in approx.
1 and 2)
p? = k? analytically numerically (on numerically (w/o
grid w/ different poles)
poles in approx.
1 and 2)
p2:_luhTT\Sk2 analytically numerically — (on numerically  (on
grid w/ different grid w/o poles)
poles in approx.
1 and 2)

Table 7.2: Overview of integrating procedures (analytically/numerically) for the three
diagrams at all four momentum values

Moreover the characteristics of 71p including the maximal calculation time for the
numerical integration and interpolation procedure (obtained for p* = %) for all three
cases is presented in Table 7.3. The calculation was done at the computing grid of
the institute, which features parallel computing at 8 kernels and RAM up to 64 GB.
The total calculation of approximation 2 (the S-projected flow doubles the time) took
approximately 12 days.

Approximation Total entries Non-zero entries Time
Einstein-Hilbert 8 6 < 10min
Approximation 1 448 150 < 20h
Approximation 2 6720 640 < 70h

Table 7.3: Total number and number of non-zero entries of T1p together with the max-
imal calculation time for one diagram in each approximation
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8 Results and discussion

In this chapter all results are presented and discussed. The 1% section is dedicated
to the Einstein-Hilbert level: All flow equations in this thesis can be considered as an
upgrade of the Einstein-Hilbert truncation, therefore one should be able to reproduce
the found flow equations and fixed points. Furthermore the Einstein-Hilbert trunca-
tion will be investigated with split TT- and S-projected graviton mass parameters and
anomalous dimensions, which should give a feedback if their distinction (which is already
implemented in the vertex construction) is reasonable or not.

In the 2" section an important property of the graviton n-point functions is tested,
namely momentum locality. This is done for the TT- and S-projected part of the graviton
2-point function and the G-projected part of the graviton 3-point function. To that end
polynomial long division and power counting arguments are utilized to obtain analytical
statements. In all cases also the split Einstein-Hilbert limit is tested and flows are plotted
to exemplify the results.

Thereafter two approximations are investigated w.r.t. fixed point values and polyno-
mial momentum dependence: The 1°* approximation (Einstein-Hilbert and RZV tensor
structures in the vertices) in the 3™ section and the 2"¢ approximation (Einstein Hilbert,
R? and RZV tensor structures) in the 4" and last section.

8.1 Einstein-Hilbert truncation

The Einstein-Hilbert truncation was investigated several times before [16, 17, 18] (for
analytic flow equations cf. the appendices of the three named publications) and should
be regarded as a trivial check. This applies especially to the equations which stem from
a numerical integration and interpolation procedure and hence are hard to compare. A
comprehensive comparison w.r.t. fixed points is done in the 1% subsection. Afterwards
the Einstein-Hilbert truncation is investigated without identifying TT- and S-projected
couplings, i.e. without using pip+ = ftns and np; = M.

8.1.1 Checking the Einstein-Hilbert limit

For this check all higher couplings which appear in the flows, i.e. after the numerical
integration and interpolation procedure, are set to zero. Then several systems will be
analyzed: IR b3, (in previous works this coupling was named g3) can be computed
either analytically via a derivative projection at p? = 0 or numerically with a bi-local
momentum projection and with or without anomalous dimensions, s.t. in addition four
different systems can be tested. Note that the flow equations for 1, and A3 are always
analytical. In all cases TT- and S-projected parameters are identified, i.e. ., = i and
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Nher = Nhg- In former works the couplings were extracted via the TT-projected flows and
of course this approach will be adopted. In addition the TT-projected Einstein-Hilbert
theory space is spanned by

{1thers As, gR,h%T}a (8.1)

with the momentum dependent anomalous dimensions 7., (p?) and n.(p?). In former

language this reads {1, As, gs}, 7a(p?) and nc(p?).
All fixed points have to fulfill certain physical requirements:

1. Positive Newton coupling: As the IR value of Newton's coupling is positive and
the truncation forbids flow trajectories which correspond to a change of sign the
Newton coupling has to be positive or zero, i.e. Irps, = 0.

2. Avoiding the graviton propagator’s pole: A flow trajectory can't cross a pole
and there should be at least one trajectory connecting the UV fixed point with the
Gaussian fixed point, s.t. only values ., > —1 are allowed.

3. Fixed point with at least one attractive direction: The UV fixed point should
be fully attractive or metastable but not fully repulsive.

4. Small anomalous dimensions at the fixed point: Previous studies revealed
that 7e, < 2 is a bound for all anomalous dimensions. This is due to the fact
that anomalous dimensions are total prefactors in the regulator components which
have to ensure the condition in eq. (4.16). As ng, IR b3, this translates directly
to Newton's coupling.

The four conditions will play an even more important role in the case of higher order
vertices: For Einstein-Hilbert vertices one needs only a handful sampling points in a
FindRoot algorithm (numerical inaccuracies can cause artificial solutions, therefore a
check is always indispensable) to find the fixed points and almost all found fixed points
naturally fulfill the physical conditions. Higher order vertices behave more impractical:
A very big range in the theory space has to be sampled (usually &~ 1000 points) which
produces ~ 50 fixed point values whereof only ~ 5 are physically relevant. To be sure
the same algorithm was used in the Einstein-Hilbert case, with =~ 10000 sampling points
in all cases.

The full fixed point analysis is always done in two steps: At first all anomalous di-
mensions appearing in the flows are set to zero, i.e. 73, = 0, which is of course an
approximation. Then all dotted quantities are set to zero since the flows vanish at the
fixed points. Note that some dotted quantities can appear on the RHS of another flow
equation, e.g. gp s in the flow equation for A3 (cf. eq. (6.97)), which are also zero at
the fixed point. The resulting equations do only depend on theory parameters and can
be solved for these using the FindRoot command. Although the anomalous dimensions
were set to zero in the flows (which was an approximation) it is possible to compute
their values at the fixed points by plugging in the fixed point values into their defining
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equations. The 2" step is essentially the same as before, but now the anomalous di-
mensions are already respected in the flows. Technically this is much more complicated
because of the numerical behaviour of the anomalous dimensions which is transferred to
all flow equations.

Fixed point analysis for analytical g 3
Let's begin with the analytical flow equation for gr 3. - The non-trivial UV fixed point
values for flows with and without anomalous dimensions, together with the values of the
anomalous dimensions and the eigenvalues at the fixed points are displayed in Table 8.1.

Couplings | 14, = 0 in the flows with 7, in the flows

o -0.1645 -0.4387
A -0.1641 0.0251
G, 0.5702 0.5818
ns, at FP |
i (0) 0.81 1.03
i (k?) 0.29 0.31
e (k2) -0.49 -0.99

EV | (-1.53+1.77i,1.65)  (-1.2544.72i,6.02)

Table 8.1: UV fixed point analysis in Einstein-Hilbert truncation for analytical gR p3. With
and without 74, in the flows

The 1%t column in Table 8.1 has to be fully identical to previous results due to the
analytical behaviour of the system, which is true. The 2" column involves numerically
computed quantities and therefore a small deviation is arguable. Compared to former
results the deviation is always smaller than =15% which is alright. Both fixed points
have two attractive directions and fulfill the physical requirements. Besides the non-
trivial fixed points one can find the so-called Gaussian fixed point located at

(Hhrrs A3 g pa) = (0,0,0). (8.2)
Both systems contain this trivial fixed point and all anomalous dimensions are zero

Furthermore the eigenvalues at the fixed point are
(—2,-2,2), (8.4)

s.t. the Gaussian fixed point has two attractive directions.
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Fixed point analysis for numerical IRk,
The same analysis can be repeated for a numerically computed IR M3 - As against to
all other flow equations the corresponding flow equation was calculated in the Einstein-
Hilbert limit only due to technical feasibility. The results are presented in Table 8.2.

Couplings .= 0 in the flows with 7, in the flows
’uhTT -0.3475 -0.5657
-0.023 0.0932
gR K 0.9688 0.6333
g, at FP |
M (0 1.47 1.43
77hTT k2 0.48 0.44
*(k%) -1.26 -1.67
EV ‘ -2.14+2.48i,5.85) (-0.49+4.03i,12.12)

Table 8.2: UV fixed point analysis in Einstein-Hilbert truncation for numerical gp 3
with and without 7, in the flows

Compared to previous works the deviation of the fixed point values and the values
of the anomalous dimensions is again at most ~15%. Besides the non-trivial UV fixed
point for 1y, shown on Table 8.2 one can find another non-trivial UV fixed point which
is fully attractive. Its coordinates are

(Hhprs A3y 92@%) = (—0.3276,0.2985,1.0011) (8.5)
and the corresponding eigenvalues read
(—4.28 +1.28i, —2.83), (8.6)

which lies once more within the 15% range. Furthermore the trivial Gaussian fixed point
appears in both cases with the same properties as before (cf. egs. (8.2), (8.3) and (8.4)).

Short summary
This section can be recapitulated in only one succinct sentence: Everything is fine. Noth-
ing unexpected happened and all former results could be reproduced. The flow equations
passed the trivial but meaningful test which implies that especially the numerical inte-
gration and interpolation procedure appears to be reasonable. Due to a comparatively
low sampling point density limited by technical feasibility in the theory space this is a
very promising result for the inclusion of higher order tensor structures in the vertices.
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8.1.2 Einstein-Hilbert truncation with diverse TT- and
S-projected couplings and anomalous dimensions

The vertex construction presented in this work is build upon the assumption that a
distinction of TT- and S-projected parameters appearing in the graviton propagator,
i.e. Unpr F Mg and nmp. 7 Mpg is sensible. Before moving on to higher order tensor
structures in the vertices this distinction is investigated in the Einstein-Hilbert case.
To keep the computation as simple as possible gRn3, 1S computed analytically via a
derivative projection at p? = 0 and the 1, appearing in the flows are set to zero for the
fixed point search. The corresponding fixed point values for identified parameters can
be found in the 1t column of Table 8.1. In total one can discover four UV fixed points:
Two of them are unphysical (y,, < —1 in both cases), one is a non-trivial and physically
valid UV fixed point (cf. Table 8.3) and the remaining one is the Gaussian fixed point,
where 115, introduces an additional attractive direction with the eigenvalue —2.

Couplings ‘ Ne; = 0 in the flows

g -0.2444
e -0.3781
S 0.0837
g}kih% 0.5813
ng, at FP ‘
(1) 0.67
i (k) 0.22
i, (0) -0.22
M (k%) -0.99
n: (k%) -0.43

EV | (-1.33+2.74i,-3.43,2.83)

Table 8.3: UV fixed point analysis in split Einstein-Hilbert truncation for analytical IRHS,
without 74, in the flows

Obviously fij,, and p, take completely different fixed point values and none of them
is approximately equal to the value of p,, for identified parameters (before: p; =
-0.1645). Furthermore g;,h% is almost equal to before (before: g}‘%’h%: 0.5702) and A}
even changed the sign (before: Aj= -0.1641). The values of 7., and 7. at the fixed
point don't change a lot, but both values of 7, are negative and therefore far away.
Combined the fixed point values of TT- and S-projected parameters are totally different.

As one can read from the eigenvalues (i, introduces a new attractive direction. An-
alyzing the eigenvector which belongs to the only positive eigenvalue reveals that it's
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mainly pointing in the A3 direction, which was already the case for identified parameters.

A more comprehensive method for a comparison is to compute the fully momentum
dependent graviton anomalous dimensions at the fixed point via an iterative computation.
Such a solution can be constructed as follows: At first take the defining equations for
all anomalous dimensions and set the anomalous dimensions appearing in the flows to
zero. Then the loop integrals can be executed to obtain a level 0 approximation for each
anomalous dimension (cf. blue curves in Figure 8.1 and Figure 8.2, the plot for 7, isn't
shown here). Afterwards these solutions are used for the anomalous dimensions in the
flows, which leads to a system of coupled equations. The loop integration in this system
can be executed and one will receive the level 1 approximation. Repeating the last step
yields a converging series. A criterion for interrupting the iteration procedure has to be
set by hand. In this work a relative deviation of 2% between two consecutive levels was
chosen. Conveniently already a few iteration steps are enough to achieve this precision:
In the plots the green curve (= level 2) already fully covers the yellow curve (= level 1).

0.7 - -

£ 0.5 o rI%OT)T

£ osl ]

< iy
2,

04 .

0.3 B

0.0 0.2 0.4 0.6 0.8 1.0
L
k

Figure 8.1: Fully momentum dependent 7., for the first three iteration levels in the
momentum range p € [0, k]

Please note that the values in Table 8.3 do not have to match the corresponding
values in Figure 8.1 and Figure 8.2 exactly due to the approximation ny,(¢?) & 1y, (k?)
in case of bi-locally computed anomalous dimensions.

Figure 8.1 and Figure 8.2 illustrate what already the values of both graviton anomalous
dimensions at the fixed point implied: 7,,, and 7, behave totally different, not even the
signs coincide. Therefore distinct TT- and S-projected theory parameters and especially
anomalous dimensions have to be investigated further w.r.t. physical implications.
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Figure 8.2: Fully momentum dependent 7, for the first three iteration levels in the
momentum range p € [0, k]

8.2 Momentum locality of the graviton flows

Every physical reliable QFT is a local theory in position space. Having in mind the
perception of Wilson's renormalization procedure, i.e. integrating out small momentum
shells at a specific scale k, allows to translate this key property in momentum space:
An RG step at some scale k& shouldn’t be able to change the physics, i.e. correlation
functions, at some other scale k’. This applies in particular to the following situation:
Integrating out momentum shells at £ = 0 in the IR shouldn't influence the UV. As
the vertex expansion scheme approximates the scale-dependent effective action in terms
of low-order vertices this requirement has to be fulfilled by all considered flows of the
vertices, i.e. for the graviton 2-point and 3-point function. Since both of them are
tensors the easiest way to check this is to investigate the components separately. In
addition demanding momentum locality in terms of formulas yields

lim t(zh—)(ﬁ) =0 withj=1,..,n, (8.7)
pimee T (p)

where i denotes a particular tensor component and p' = (p1, ..., p,) is the momentum
vector of all n external momenta.

In the context of a renormalizable QFT in four space-time dimensions (Abelian or
even non-Abelian) momentum locality is trivially fulfilled, which can be checked by usual
power-counting. For non-renormalizable QFT's it’s the other way round: Power-counting
implies that non-local flows exist, s.t. only a non-trivial behaviour of the flows can ensure
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momentum locality. It is believed that in quantum gravity diffeomorphism invariance is
in charge of this actual cancellations of high momentum powers [17].

Previous studies confirmed momentum locality of the TT-projected graviton 2-point
function [16, 20] and the G-projected graviton 3-point function [17] (even for an unfixed
angle between the two open momenta) in the Einstein-Hilbert truncation.

Therefore the setup presented in this thesis may also feature momentum locality of the
flows. At least it should be possible to find conditions for the higher order couplings s.t.
momentum locality can be achieved. In the next two sections the flows of the graviton
2-point and 3-point functions will be investigated w.r.t. momentum locality.

8.2.1 Locality of the graviton 2-point function

The present setup allows to analyze two components of the graviton 2-point function,
in particular the TT- and S-component given by the egs. (6.59) and (6.79). In both
cases one has two external momenta, but of course one of them is determined by the
remaining one due to momentum conservation, s.t. in total eq. (8.7) in this case reads

8,51“,({:2?)“5(1)) !
im ——— =0. (8.8)
roee Tims(p)

To examine the momentum locality condition one should at first think about the polyno-
mial behaviour of the involved quantities since the limit p — oo can be shifted to both
parts of the fraction. The two components of the graviton 2-point function scale with
p* for high momenta because of the higher order terms. Furthermore, before integrating
over the loop momentum, the graviton 2-point flows are in general of the form

Flow 2" —/d4 polynomial, (p?) (8.9)

s = 7 polynomial,(p?)’

To get an exact polynomial expression plus rest one can do a polynomial long division.
Technically this is possible for the graviton 2-point flows, but unfortunately not for the
graviton 3-point flow. One gets out

Flow®?) — / g ! ? - .
OWrT(s q|cp +cp” +c+ polynomial(pz) 7 ( )

where ¢; = ¢;(q, 7, ©(p?)) are functions of the theory parameters, the loop momentum
and Heaviside theta functions which can possess p* as argument.

Obviously the flows also scale with p* for high external momenta, s.t. only the p*
contributions have to be investigated in the context of momentum locality. A similar
behaviour was discovered in the Einstein-Hilbert truncation, but there the highest power
was p?. Momentum locality was found after integrating over the loop momentum (i.e.
the contributions of all diagrams added up to zero), which is an open task here.

To execute the loop integration one has to implement p — oo in the ¢y coefficient:
There exist Heaviside theta functions like ©(k? — (p+¢)?), which stem from the graviton
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propagator, but for p — 0o these terms are zero. After having handled this problem one
can integrate over g and x as usual. The results for the TT- and S-projected parts are
presented separately below.

TT-projected graviton 2-point function
One finds that the p* coefficient of the TT-projected flow of the graviton 2-point function
after the loop integration is of the form
2h) IRK3 YRZ,, W2,

Flow(y)| = .
p' (39rznz + grz, p2 ) (1 — Ogrepz — 29m2 n2. + fing)

pvo
f (MhTT’ Mhsy Thrrs Ths y IR2

ma
(1 + gR?W,h%T + MhTT)Q

h2 9R2, h2.5 YR2 b2 gR?,hg)

: (8.11)

wherein f is a complicated polynomial of its displayed arguments. From eq. (8.11) one
can directly deduce that a vanishing p* coefficient is

1. not achieved in general,
2. accomplished for 9rz, n2, =0,
3. maybe obtained for a non-trivial condition which is an implication of f = 0.

Please note that gp ;s = 0 does not correspond to momentum locality since all flows
are proportional to certain powers of gg 3 (cf. prefactor in eq. (6.50)). Statement no.
3 requires a more detailed investigation: Searching for roots of f with the two higher
order couplings as variables leads to five solutions which depend on the other theory
parameters. Three of them are imaginary and therefore unphysical. The remaining two
are simple relations for both higher order couplings. To valuate their physical meaning
one can simplify them further by only regarding fixed points. There the flows of the
higher order couplings vanish, i.e. Jr2p2 = gRawh%T = 0. Then the two doublets of
relations read

23 <_12 +2nhTT>

o3 8.12
IRME =204 (28 + 1hry) .
68 1 (_12 + 2nhTT)
o 68 1 (=1242m) 8.13
gRW’hTT 23 IR hs 3 (_8 + T]hTT> ( )
and
G — 144 — 20k — 220471 + 30k s (8.14)
Rhs 9(_8 + TIhTT)(—8 + 77hs)
1 (_12 + 277hTT)
—__.r =2 8.15
gR%W’h?I'T 3 (_8 + T]h-l--r) ( )

The 1°* real solution doublet is displayed in Figure 8.3 (denoted by the blue and yel-
low graphs) together with the physical/technical bounds for the higher order couplings
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Figure 8.3: 1°* real solution doublet of f = 0 (blue and graphs) and physical /tech-

nical bounds for the higher order couplings (dashed/dotted green and red
lines) in the physically relevant range || < 2

(dashed/dotted red and green lines) in the physically relevant range defined by |7, | < 2.
Therein one can see that both graphs process outside of their corresponding physical
bound. In particular holds

23 (=124 2m,,) 1
=— — = > —— f <2 8.16
gR27hg 204 (_8 + nhTT) 3 or ’nhTT‘ Y ( )
1 (—12 + 277h.l_.|_)

2 = —— - <0 f < 2. 8.17
hiy 3 (—8 + nhTT) or ‘nhTT’ ( )

9Rr2,,
Thus this solution doublet is unphysical, at least at the fixed point. Though momentum
locality should be achieved at all scales and thus specifically in the UV. Consequently it
is sufficient that the solution violates physical criteria at a sole scale to refuse it.

Let's move on to the 2" solution doublet: The equation for 9gre pz contains not only
Ther, but also 7., s.t. the corresponding plot is three-dimensional (cf. Figure 8.4).
Essentially Figure 8.4 is a three-dimensional version of Figure 8.2 and again both graphs

correspond to unphysical situations. Therefore holds

144 — 20mns — 220h1 + 30hrr hs
9(—8 + 77h-|—-|—)(_8 + 77hs)
1 (_12 + 277hTT)

It = 3 S ) for finee <2 (819

1
9IR2,h2 = > _g for |nhTT|’ |nhs| <2, (818)

In addition f = 0 does not lead to physical solutions which ensure momentum locality.
Therefore the only solution for the TT-part of the flow which corresponds to a vanishing
p* coefficient is 9grz, 2, = 0. But does this situation really correspond to a momentum
local flow? To answer this question let's have a look on the TT-projected graviton
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Figure 8.4: 2" real solution doublet of f = 0 and g = 0 (blue and yellow surfaces) and
bounds for the higher order couplings (semitransparent green and red planes)
in the physically relevant range |n,.,| < 2 and || < 2

2-point function (cf. eq. (6.59)) again: Imposing 9rz,n2, = 0 implies that the p?
coefficient vanishes, which reduces the highest order in the denominator of eq. (8.9) to
p?. Hence the nominator must also have a vanishing p? coefficient in order to achieve
momentum locality. Combined IR, h2, = 0 indeed kills the p* coefficient of the flow,
but at the same time kills the p* coefficient of the correlation function, s.t. the whole
analysis has to be transferred to the p? coefficient of the flow.

Since the two operations polynomial long division and 9rz, n2, = 0 don't commute
one has to start with the flow again and implement 9r2, n2, = 0 at first. Note that as
IR, h2p = 0 holds at all scales one can directly conclude that gRﬁu’h%T = 0 is valid at
all scales. Repeating the polynomial long division leads to an expression which scales as
p? for high momenta, as expected. It reads

- QR,h% f/(MhTTa ;uhsa nhTT’ nhsa gRQ,hg ) ng,hg)
% (1= 3gme nz, + g )*(1 + fing)?

Flow® (gpz, sz, = 0) . (8.20)

where once more f’ is a complicated polynomial. Searching for roots of f’ w.r.t. the
remaining higher order coupling leads to three solutions which are all complex. Even the
limit gp2 2 = 0 and gge 2 = 0 doesn’t lead to a vanishing p? coefficient. Therefore
there exists no solution which cancels the p? coefficient.

At this stage one can ask if this statement is a contradiction of the well-known mo-
mentum local behaviour of the TT-projected graviton 2-point function on Einstein-
Hilbert level, because there the terms proportional to p? canceled each other after the
x-integration. The crucial argument against this perception is again the behaviour of
a polynomial long division: Although some higher order terms were killed by setting
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2 2, =0 before the polynomial long division one gets contributions to the p? coeffi-
cient from the remaining ones (e.g. the S-part of the graviton propagator still scales with
p? in the denominator). Thus one can only retrieve Einstein-Hilbert results by setting all
higher order couplings to zero at first and doing a polynomial long division afterwards.
Compared to the latter analysis this is a trivial task. Due to the fact that previous works
only checked flows where the identifications ji,.; = pung and 1, = 7, were made, an
analysis without performing these identifications is presented in the following to exclude
their missing as a reason for the absence of momentum locality in case of higher order
flows.

Setting all higher order couplings to zero and doing a polynomial long division reveals
that the two graviton loop diagrams scale with p? while the ghost loop diagram is already
constant. After the z-integration one finds that (note that the graviton loop diagrams
have the same overall prefactor which is left out here and that & was set to one)

TT,p2

1
2
+ 8/’LhTT + 4/1%1—1— + 2(_1 + q2)77hs<1 + l’LhTT)27 (8'21)
EH
:©: o 46 + 20/”15 + 10“%@ + 5(_1 + q2)77hTT(1 + ﬂhs)2
TT,p2

— 8ttgy — Aty — 214+ @) ims (1 + pinrr)?, (8.22)

JRr2

EH
o =6 — 20ptng — 10z — 5(=1 4 ¢*)1hnrr (1 + fng)?

® EH
—2 —s - o 0. (8.23)
-’~..>. TT,p2

One can directly see that all terms cancel out and hence momentum locality is con-
firmed for split Einstein-Hilbert flows. Another nice method to present such a result
is to take the unintegrated flows, set all contained theory parameters to a numerical
value and integrate this expression numerically for several specific values of the external
momentum p? (a reasonable choice is p?/k* € [0,10] with 0.05 steps). The result can
be interpolated to obtain a smooth curve. Figure 8.5 shows the outcome of such a
computation: The chosen values for the theory parameters are ji;,,, = —0.01, jtp, =
—0.02, \3 = 0.1, 9rn3. = 0.5, My = 0.5, = =0.5,7. = —1. Note that the anoma-
lous dimensions are handled as momentum independent objects and that the TT- and
S-projected parameters are intentionally set to different values. Figure 8.5 illustrates not
only the flow of the graviton 2-point function (blue curve), which tends to a constant
value depicted by a horizontal asymptote (dashed red line), but also the flow divided by
the 2-point function (green curve), which tends to zero (thick dashed gray line).

In summary momentum locality is achieved for distinct TT- and S-projected parame-
ters in an Einstein-Hilbert truncation, but not for higher order vertices. Neither exists a
combination of higher order theory parameters to cure this, nor does the distinction of
TT- and S-projected parameters destroy the observed momentum locality on Einstein-
Hilbert level.
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Figure 8.5: Flow of the TT-projected graviton 2-point function on Einstein-Hilbert (blue
curve) together with its horizontal asymptote (red dashed line) for high mo-
menta and the flow divided by the TT-projected graviton 2-point function
on Einstein-Hilbert (green curve). Both curves are rescaled.

S-projected graviton 2-point function
All steps from the TT-part can be repeated without further ambiguities. The analog of
eq. (8.11) for the S-projected part reads
FIowéQh) _ Irn3, (39R2 n2 + 9r2, 02.)
p* gRgu,/ﬁT(l —6gp2 p2 = 29R2, p2, + [hs)?
g(MhTT, Mhsy Mhrrs Ths s IR2

mal
(1 + ng“,,h%T + /’LhTT>2

h2r2 9R2, h210 IR2 h2s gRQ,hg)

, (8.24)

where again g is a complex polynomial. Note that in comparison to eq. (8.11) the
overa.II prefactor (3gR2?h§ + gRﬁwh%)il(gRiwh%T) got inverted. Therefore a vanishing p*
coefficient is

1. also not achieved in general,
2. accomplished for 9R2, h2 = —39R2 2,
3. maybe obtained for a non-trivial condition which is an implication of g = 0.

Demanding g = 0 and solving for the two higher order couplings at the fixed point yields
5 (_12 + 277hTT)

S S it L A 8.25

gR27h§ 24 <—8 +T]h.r.r) ) ( )
8 1 <_12+277hTT)

IR, Wy = TH YRR = T3 FEFTRE (8.26)
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and
g g = 2= 205 = 22y & S g (8.27)
fhs 9(_8+77hTT)(_8+77hs) .
1 (_12 + 277hTT)
— -, =2 8.28
gR%twh?rT 3 (—8 + 77h-|—-|—) ) ( )

which are the only real solutions. Obviously the egs. (8.26), (8.27) and (8.28) are fully
identical to the egs. (8.13), (8.14) and (8.20), only eq. (8.25) differs from eq. (8.12) by
a factor of g ~ 0.541 > 0. To ensure a physical solution this ratio has to be negative.
Nevertheless the 1% solution doublet is presented in Figure 8.6.
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Figure 8.6: 1°* real solution doublet of g = 0 (blue and graphs) and physical /tech-

nical bounds for the higher order couplings (dashed/dotted green and red
lines) in the physically relevant range || < 2

Obviously the solution doublet is unphysical as

5 (=12 + 2npyy) 1
=— —= > —— 2 )
9R2 h2 24 (_8+77hTT) > 3 or |nhTT| < 2 (8 9)
1 (=12 4+ 2np,)
I3 = —3 T 77hTTT; <0  for |nn| <2 (8.30)

The 2" solution doublet was already shown in Figure 8.4 and proven to be unphysical.
Finally one can conclude that the only solution for a vanishing p* coefficient in the S-
projected sector is given by 9R2, h2 = —39R2 n2 and unfortunately the situation is exactly
the same as in case of the TT-projected flow: 9rz, n2, = —3grepz kills also the pt
coefficient of the S-projected graviton 2-point function (cf. eq. (6.79)), s.t. the analysis
has to be repeated for the p? coefficient of the flow after imposing 9r2, h2, = —39R2n2
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(again this conditions produces zeros in the flows s.t. polynomial long division has to be
redone). As expected the p? coefficient vanishes and the p? coefficient turns out to be

(2]

Flo (2/1)( — 3 ) = /( . . )
W ngwvh'ZrT - gRZ,hg 5 9 \Mhrrs Bhss Mhrrs Ths gR2,h§7 gRQ,hga 9Rr2 h-2|--|—
p

. IR hiy . (8.31)
(1 - 69R2,h§ + ,uh5>2(1 + :uhTT>2
Therein ¢’ is a complicated polynomial which can now also depend on IRz, b2, Searching
for roots of ¢’ produces two solutions which are both complex and hence unphysical.
Moreover setting the higher order couplings and their scale derivatives to zero doesn't
lead to a vanishing p? coefficient, s.t. a subsequent analysis of the Einstein-Hilbert
system without identified TT- and S-projected parameters is necessary. It is worth to
mention that the S-projected graviton 2-point function wasn't investigated before at all
within the presented approximations and methods.
As expected the graviton loop diagrams scale with p? and the ghost loop diagram is
again constant after a polynomial long division without higher order tensor structures in
the flows. Executing the z-integration gives (an overall prefactor is omitted and k = 1)

EH
1
_5 Q o 46 + 20:“415 + 10:uis + 5(_1 + q2)nhTT(1 + /th)z
S,p?

- 8/’LhTT - 4M%LTT - 2<_1 + q2)nhs(1 + :uh'r'r)2’ (832)

EH
20 10 5
:©Z x +6 + ?Mhs + ?:uis + g(—l + q2)77h'r'r(1 + /vbhs)2
S,p?
16 8 4

+ ?IuhTT + gM%LTT + g(_l + q2)nhs(1 + :U’hTT)Qa (833)
® EH

—2 —e — x 0. (8.34)
) S,p2

Surprisingly the two graviton loop contributions do not cancel each other as it was the
case for the TT-projected flow. Even more interestingly eq. (8.32) is exactly the same
as eq. (8.22). Also for identified TT- and S-projected parameters a cancellation is not
observable: Both diagrams then read 3(2 + (=1 + ¢*))nnyr (1 + ptner )%

To highlight the found non-trivial behaviour the S-projected flow is computed numer-
ically and interpolated in the momentum range p?/k* € [0, 30] for both cases, i.e. for
distinct (cf. Figure 8.7) and identified parameters (cf. Figure 8.8). The theory parame-
ters and anomalous dimensions are chosen to be the same as for the TT-projected flow
analysis. For identified parameters the S-projected parameters are set to the values of
the TT-projected parameters. One can clearly see that both flows behave like p? for
high momenta (red dashed fits) and that the ratio of the flows divided by the respective
2-point function tends to a non-zero constant (yellow dashed horizontal lines).

Centralized momentum locality is not accomplished for any of the investigated versions
of the S-projected graviton 2-point function.
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Figure 8.7: Flow of the S-projected graviton 2-point function on Einstein-Hilbert (blue
curve) together with its p? fitted asymptote (red dashed line) and the flow
divided by the S-projected graviton 2-point function on Einstein-Hilbert
(green curve) accompanied with its horizontal and non-zero asymptote (

dashed line). TT- and S-projected couplings are not identified.
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Figure 8.8: Flow of the S-projected graviton 2-point function on Einstein-Hilbert (blue
curve) together with its p? fitted asymptote (red dashed line) and the flow
divided by the S-projected graviton 2-point function on Einstein-Hilbert
(green curve) accompanied with its horizontal and non-zero asymptote (

dashed line). TT- and S-projected couplings are identified.
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8.2.2 Locality of the graviton 3-point function

The only momentum dependent scalar quantity extracted of the graviton 3-point function
is its G-projected counterpart (cf. eq. (6.98)). In this case one has three external
momenta where only one of them is killed by momentum conservation. For a rigorous
analysis none of the two open momenta can be fixed. Unfortunately technical feasibility
is again the limitation, s.t. only the symmetric momentum configuration defined in eq.
(6.93) and shown in Figure 6.1 can be investigated. Applying all this to eq. (8.7) yields

8tF(GSh) (p) !

lim = 0. (8.35)

p—o0 F(G3h) <p)
As the graviton 3-point function is constructed from a projector which has mass dimen-
sion p? it scales with p® instead of p* for high momenta (cf. eq. (6.94)). Note that in
some papers this prefactor is directly excluded. A polynomial long division of the whole
flow is too expensive at graviton level 3 (more precisely factoring the star diagram seems
to be impossible within a few days), rather a simple power counting argumentation is
used to construct the highest resulting power of p? appearing in the flow directly from
the building blocks. One finds that the highest coefficient is indeed p® before and after
the integration over the loop momentum. It reads

2
Flowt | — IRrn3, IRZ, h3y
G |6 2
6 — _
p* (39rznz + 9re, p2,)?(1 = 6gRe n2 — 2Rz, n2.
) h(MhTT? Hhgs Mhrrs Ths ngw,h%..lJ ngw,h?r

(1 + 9R2, h2; + :uh'rT)2

+ ,uhs)2

-1 9R2 12> 932,h§)

, (8.36)

where h is a complex polynomial. The general form of eq. (8.36) is very similar to the
form of eq. (8.11), which is not surprising since both stem from a fully TT-projected
flow. Moreover eq. (8.36) reveals that the p° coefficient

1. does not vanish in general,
2. disappears for 9rz, n2, =0,
3. may vanish for a non-trivial constraint implied by A = 0.

Demanding h = 0 leads to three solutions: One of them is imaginary and the remaining
two read

2
l (—233 + \/201865) Gz (8.37)

IRE, M T By

A plot of eq. (8.37) together with the physical bounds for the higher order theory pa-
rameters (jp,, and g, are chosen s.t. the allowed theory space is as large as possible)
is presented in Figure 8.9. Therein the physical allowed area is restricted by the green
and red dashed lines: Only the light green area left of the red border is admissible.
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Figure 8.9: Real solutions of h = 0 (blue and lines) and bounds for the higher
order couplings (red and green dashed lines)

Obviously both solutions proceed outside of this area and hence are unphysical. There-
fore the only solution is 9R2, h2y = 0, but once more this solution ensures not only a
vanishing p® coefficient of the flow, but also of the G-projected graviton 3-point function
itself. Unfortunately an analysis of the next to leading order coefficient, i.e. p*, after
implementing IR, h2y = 0, is technically too expensive.

For completeness the flow is quickly investigated in an Einstein-Hilbert truncation
without identified TT- and S-projected parameters. The integration over the loop mo-
mentum is fully executed (to reduce the number of terms) and as expected the highest
power is p*. When skipping an overall prefactor and setting & = 1 the contributions of
the different diagrams read

EH
1
-3 o< 6(—423 — 2650445 — 132545, + 18041y, + 90247 )
G,pt
+ 132577hTT<1 + :uhs)Q - 90277hs(1 + :uhTT)27 (838)
EH
+3:©< o< 6(—270 + 282044s + 1410447, — 3360, — 168045 )
G,pt
- 141077hTT(1 + :U'hs>2 + 168077hs<1 + l”“hTT)27 (839)
EH
-3 o 6(693 — 1704ps — 85415, + 1556t + 77817 )
G,pt

+ 8577hTT<1 + ,uh5>2 - 77877hs(1 + :uhTT)27 (840)
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L/ EH

+6—2 ® o 0. (8.41)
J\ G,p4

The contributions from the three graviton loop diagrams add up to zero and momentum
locality is achieved. A plot which exemplifies this behaviour, i.e. shows the momentum
dependence of the flow (blue curve) and the flow divided by the G-projected graviton
3-point function (green curve) in the momentum range p*/k* € [0,10] can be found
in Figure 8.10 (the theory parameters were set to the same values as before and TT-
and S-projected parameters were not identified). Therein the p? fitted asymptote (red
dashed line) indicates the p? behaviour of the flow for high momenta.

—_ FIowg“h) on EH
— Flow&™/rE™ on EH

————— P fitted asymptote

Figure 8.10: Flow of the G-projected graviton 3-point function on Einstein-Hilbert (blue
curve) together with its p? fitted asymptote (red dashed line) and the flow
divided by the G-projected graviton 3-point function on Einstein-Hilbert
(green curve) approaching zero. TT- and S-projected couplings are not
identified.

Finally one can conclude that momentum locality is reached in a split Einstein-Hilbert
truncation and that in case of higher order vertices at least a vanishing p° coefficient is
possible if and only if IRz, h2, = 0, but by mischance a comprehensive analysis including
the p* coefficient was not possible. Moreover the presented breakdown included one
specific momentum configuration, i.e. the symmetric one, s.t. further improvements are
needed. Therefore a final statement regarding momentum locality is not feasible in the
case of the graviton 3-point function.
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8.2.3 Summary

Altogether the results seem to restrict momentum locality to T T-projected flows within
an Einstein-Hilbert truncation. A survey of the analyzed systems is given in Table 8.4.

n-point Higher orders Split Einstein- Einstein-
function Hilbert Hilbert

F%??) not found found confirmed
F(SQh) not found not found not found
F(G?’h) (sym.)  unclear found confirmed

Table 8.4: Overview of the status of the investigated n-point functions w.r.t. momentum
locality

Both previous known results could be confirmed and even upgraded with the split
Einstein-Hilbert truncation. But all further upgrades failed: Neither the higher order
system, nor the S-projected flow of the graviton 2-point function in an Einstein-Hilbert
truncation feature momentum locality. This unexpected behaviour was shown within an
analytical analysis of the highest coefficients in p? and visually substantiated with the
help of several plots. The latter method is well suited especially for non-local flows since
momentum locality should be attained in the whole theory space, s.t. one counterexam-
ple obtained at a specific point is sufficient to prove the converse.

Specifically that the S-projected graviton 2-point function is not momentum local,
even in an Einstein-Hilbert truncation, privileges the T T-projection of the flows as the
projection scheme of first class. This might be a further hint to the physical relevance
of the TT-mode. It is very important to note that this statement also influences the
relevance of the splitting of TT- and S-projected parameters in the graviton propagator.
Consider e.g. the S-projected graviton mass parameter ji;.. Its flow can in general only
be extracted from the S-projected flow of the graviton 2-point function, i.e. from a non-
local correlation function. Therefore one can put S-projected couplings into question
generally. In case of higher orders this gets particularly problematic as the R? tensor
structure has no overlap with the TT-mode up to three derivatives w.r.t. the fluctuation
metric h,,. In this case one is forced to extract the running of the corresponding coupling
via a S-projected quantity.

Nevertheless both components of the graviton 2-point function are not local in momen-
tum space for higher order vertices, which is independent of the identifications ftp,; = i
and 7., = nns. This raises the question if the presented vertex construction and the
implemented approximations are physically reasonable, in particular if the higher order
couplings in both propagator components can simply be identified with their counterparts
at higher vertex levels. Already the appearance and physical meaning of couplings in the
propagator can be scrutinized. Hopefully the analysis of the momentum dependence of
the flows will reveal further insight to these questions.
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8.3 Approximation 1: Einstein-Hilbert and R’

In the 15t approximation the R? tensor structur is excluded and the TT- and S-projected
couplings are identified, i.e. 1,1 = ftns and 7Mp; = Mhg. The main reason to investigate
a system without R? at first is that in [18] it was found that only the R? tensor structure
changes the polynomial behaviour of the flows, in particular all other higher orders besides
R? were non-trivially suppressed. To observe the influence of R? it is therefore added to
the Einstein-Hilbert system after R”,.

8.3.1 Fixed points analysis

The momentum dependence of the flows somehow presumes a comprehensive fixed point
analysis. Hence the system is at first investigated w.r.t. fixed points. The theory space
is spanned by

{luh-r-ra )‘37 gR,h.:;’.Ta 9Rr2 h-2|-T}a (842)

nv o

with the momentum dependent anomalous dimensions 7. (p*) and 7.(p?). Moreover
the Einstein-Hilbert theory parameters are all calculated from analytical equations.

Some of the physical requirements for fixed points within an Einstein-Hilbert trunca-
tion, which were mentioned in subsection 8.1.1, have to be adjusted: The denominator
of the graviton propagator includes two poles, which both depend on IRz, b2, Con-
sequently the fixed points should lie within a trapezium spanned by these two poles
(cf. Figure 7.6). Moreover only the ghost anomalous dimension is still proportional to
Newton's constant as higher order terms introduced additional canonical terms in the
defining equation for 7., (p?) (cf. eq. (6.65)). Therefore the bound gp s < 2 remains
valid, but it is possible that 7, (p*) takes values larger than 2 for small values of IR b3, -
All other conditions keep their validity.

Setting 7,, = 0 in the flows
Let’s begin with the flows without 7,,. An area of 6 760 points in the theory space was
sampled with a FindRoot algorithm. Including all conditions besides 7,, < 2 leads to a
total of 28 different fixed points. One of these is the trivial Gaussian fixed point, now
located at
(Hhrrs A3y 9mps > 9r2, n2,) = (0,0,0,0), (8.43)

)

where all anomalous dimensions are zero. The eigenvalues read
<_27_27272)a (844)

s.t. compared to eq. (8.4) an irrelevant direction turned up. The eigenvector which
belongs to the new positive eigenvalue points in the direction of IR b3 -

Imposing the condition for the anomalous dimensions allows to reject 26 of the re-
maining 27 fixed points, s.t. exactly one fixed point persists. Its location in theory space,
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Couplings Ny, = 0 in the flows
Pher -0.5784
s 0.3152
ggh% 1.6499
g;?ﬁwh% 0.1016
g, at FP |
5. (0) -1.24
,r];leT(%) _117
n;TT(k’Q) -0.66
n: (k%) 0.16

EV | (-9.72+4.52i,-33.92, 35 359.9)

Table 8.5: UV fixed point analysis in approximation 1 for analytical gr 3, Without ng,
in the flows

the values of the anomalous dimensions and the corresponding eigenvalues are presented
in Table 8.5.

The fixed point features three relevant directions and hence is UV attractive. The one
positive eigenvalue is surprisingly large and the corresponding eigenvector mainly points
into the —9Rn3, direction. Therefore at least one trajectory of the flow should lead to
the Gaussian fixed point.

It was explicitly checked if the flows approach an Einstein-Hilbert fixed point (where
the higher order coupling is zero and the Einstein-Hilbert parameters attain their value
from the Einstein-Hilbert fixed point (cf. 1°* column in Table 8.1)) or at least an Einstein-
Hilbert similar fixed point with a small value for 9R2, h2ps but none of the two mentioned
fixed point types was found.

Including 7, in the flows
Now to the physically more interesting system: The anomalous dimensions are included
and computed at the three points p* = 0, p? = ’“2—2 and p? = k? via a bi-local momentum
projection (cf. eq. (6.65)). This systems is technically much more complicated as in total
four new numerically computed equations come into play. Furthermore the appearance of
Rz, p2, in the flows couples all equations which again complicates things. Unfortunately
this has two painful consequences: The scanned area has to reduced (by a factor of ~9
to 726 points) and the computation of eigenvalues gets impossible. Especially the latter
circumstance is bad news for the fixed point analysis.

Nevertheless the system preserves enough non-trivial behaviour to be on the rebound:
A total of 11 physically valid fixed points was found. These can be split into two groups:
Those fixed points that feature non-trivial behaviour of the Einstein-Hilbert couplings
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and those that are normal fixed points in this sense. The 1 group contains three fixed
points which are listed in Table 8.6.

Couplings EH EH similar EH—O0
- -0.4387  -0.4300 0
s 0.0251 0.0194 0
9 ps 0.5818 0.5911 0
NTT
922 B2 0 0.0059 cE (—0.5, 05)
vV TT
Ne; at FP
5. (0) 1.03 0.97 0
m(5) | 0.60 0.61 7
n;TT(k:Q) 0.31 0.24 I_—EZ
n: (k%) -0.99 -0.96 0

Table 8.6: UV fixed point analysis indicating non-trivial behaviour for Einstein-Hilbert
couplings in approximation 1 for analytical IRk, with 74, in the flows

The 1% column of Table 8.6 contains the exact same Einstein-Hilbert fixed point
which is known from the 2" column in Table 8.1. The numerical calculations included
many more digits (which aren’t displayed here) that do all agree. Also the values of the
anomalous dimensions are fully identical within the numerical precision. At this point one
can ask why the corresponding fixed point didn't appear for the approximation 7y, = 0
in the flows or why the appearance is non-trivial at all. The answer to both questions
is hidden in the flow equation for grs n2 (cf. eq. (6.78)): Setting the Einstein-Hilbert
parameters to their respective fixed point value and setting a higher order parameter to
zero at the same time ensures that the flow equations of the Einstein-Hilbert parameters
are 0. But the flow equation for the higher order parameter does not necessarily need to
be zero there. Only a non-trivial cancellation of the flows can ensure such a behaviour.
In case of 1,4, = 0 this cancellation is prevented because the equations for the anomalous
dimensions contain the needed counterparts.

A further interesting result is the 2" column of Table 8.6: The values of the Einstein-
Hilbert parameters and all anomalous dimensions are close to the pure Einstein-Hilbert
fixed point values and 9r2, h2, 1S small (~ factor 3 smaller than the smallest other
coupling). This fixed point is consequently called an Einstein-Hilbert similar fixed point.

The 3 column of Table 8.6 shows another non-trivial fixed point. The Einstein-
Hilbert couplings are zero while 9r2, h2, Can be set to an arbitrary constant value ¢ € R.
To understand the appearance of this fixed point let's go back to eq. (6.78) once more:

Therein grps, = 0 causes all three flows evaluated at a specific external momentum

. 2h . .
to be zero since Flow(TT) X gpp3., S.t. only some of the canonical terms survive (also
T
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prrr = 0 kills three of them). The remaining terms include a graviton anomalous
dimension. Plugging in the defining equation for the TT-projected graviton anomalous

dimension (cf. eq. (6.65)) evaluated at p*> = £ and p? = k? leads to (all terms which

are zero at this fixed point are directly excluded)

2
9r2, h2r = 29R2, 2, — (2 + gRay,h%T) Mhre (’%) +2 (1 + gRgu,h%T) e (K)
—29Rz, 3
2+ g,
~ 2983, iy
) Lt Or

h%T + 2gR2 h_2rT — 4:gR2 h%_[ = 0 (845)

(%] Azl

= 2983, 03, ~ (2 + gR;awh%T)

+2<1—|—ng 2

w U TT

= 29Rﬁu,
Thus the flow equation for YRz, n2, is identical to zero if the Einstein-Hilbert parameters
are zero and 9R2, h2, = C itself can take every real value. But of course the physical
requirements constrain this range: Having a quick look at Figure 7.6 reveals that pp,, =
0 causes ¢ € (—1,0.5). Another restriction comes from the anomalous dimensions. The
ghost anomalous dimension is directly zero due to 7.  ggps_. The graviton anomalous
dimension evaluated at p? = 0 is zero, but c-dependent elsewhere. Figure 8.11 shows the
dependence of T”WT(%) (blue curve) and 7., (k?) (green curve) on c at the fixed point.
The limitation 1., < —2 (red dashed horizontal line) obviously implies ¢ > —0.5, s.t.
in total follows ¢ € (—0.5,0.5) (black dashed vertical lines). Hence the Gaussian fixed
point is included in this range with its normal properties (cf. egs. (8.43) and (8.44)).

4

f7hw(§)= 2o

2+c

Nhee

_- nhrr(kz)_—z_c

T 4c

| I — Upper bound on np,
T = Allowed range of ¢

I 1 I 1 I
-1.0 -0.5 0.0 0.5 1.0

IR, 1 =C

Figure 8.11: Behaviour of the graviton anomalous dimensions (bue and green green
curve) at the EH — 0 fixed point togther their bound (red dashed hori-
zontal line) and the range of ¢ (black dashed vertical lines)
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The 2" group of fixed points contains the remaining 8 fixed points which are itemized
in Table A.1 together with the values of the anomalous dimensions. Unfortunately a
further classification, in particular w.r.t. the number of relevant directions, is technically
out of reach, but one can at least expect that some fixed points correspond to unphysical
situations. It would of special interest which one of them can be connected to the
Einstein-Hilbert fixed point via an adiabatic expansion of the higher order coupling.
Moreover the analysis of the phase diagram would reveal further information about
which fixed points are attained by a set of flow trajectories.

8.3.2 Polynomial behaviour of the flows

An important and non-trivial result in [18] was that the flows of the G-projected graviton
3- and 4-point functions divided by —%nh(pQ) — n + 2 were essentially a polynomial in
p? in the range p? € [0, k?] for small couplings |A| <1, i.e.

FIow(G?’h) (p?)

—2n(p?) — 1
Flowglh) (p?)
—2nn(p?) — 2
2

Furthermore eq. (8.46) suggests that a contribution from R: ., which has a non-zero
overlap with the G-projected graviton 3-point function, is non-trivially suppressed and eq.
(8.47) indicates that only a R? contribution, which does not have an overlap with the G-
projected graviton 3-point function but with the G-projected graviton 4-point function,
appears due to the higher power of p?. As these statements follow from Einstein-Hilbert
vertices an investigation for higher order vertices is required. For this one can expect
that the highest order in p? will increase in some cases.

Please note again that here the G-projector has a mass dimension unequal to zero, s.t.
the results in [18] have to be extended with one power of p>. Moreover the analysis w.r.t.
momentum dependence is always done at or in the neighborhood of fixed points which
were computed with anomalous dimensions in the flows. Therefore the two references
for fixed points in this subsection are Table 8.6 and especially Table A.1.

~ ag+ a1 p’, (8.46)

~ by + by p® + by p. (8.47)

TT-projected graviton 2-point flow
Figure 8.12 shows the momentum dependence of the flow evaluated at four different
fixed points in the momentum range p?> € [0,%k%: The Einstein-Hilbert fixed point
(blue curve), the Einstein-Hilbert similar fixed point (yellow curve) and exemplarily the
two fixed points FPy (red curve) and FP, (green curve) from Table A.1, which have
different signs for the higher order coupling IRz, b2, - All flows are accompanied with
p* fits (dashed curves with the same respective color), i.e. p* polynomial fits with p*
as their highest power. One can clearly see that all four curves indeed behave like a
p* polynomial. Specifically the curve which belongs to the Einstein-Hilbert fixed point
behaves obviously not like p?, which would correspond to a straight line in a plot w.r.t.
p?. This implies that the inclusion of a wa tensor structure in the vertices does not

124 Chapter 8. Results and discussion



8.3. Approximation 1: Einstein-Hilbert and R?,

influence the highest power of the fitted polynomials at all, i.e. its effect is simply there
in both cases.

-0.004 -

-0.006

Flow{¥" at EH FP
Flow{™ at EH similar FP

-0.008 -

Flow{f" at FP with grp, 12, <0

Flow{f" at FP4 with ggg 1z, >0

-0.010 -

-0.012 -

0.0 0.2 0.4 0.6 0.8 1.0

[

Figure 8.12: Momentum dependence of the TT-projected flow of the graviton 2-point
function in approximation 1 in the range p? € [0, k?| evaluated at different
UV fixed points together with polynomial fits in p? where p? is the highest
power (dashed curves)
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0000 Flow{™ with rg, 14y =-0.2
Flow with gre 1z,=0
—0001 ——— Flow{™ with Ore, 1 =+02
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-0.002

-0.003

2
k2

Figure 8.13: Momentum dependence of the TT-projected flow of the graviton 2-point
function in approximation 1 in the range p? € [0, k?] evaluated at UV fixed
point number 6 with different values for 9r2, 02, together with polynomial

fits in p? where p? is the highest power (dashed curves)
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To substantiate this statement further the flow can be investigated at another fixed
point (fixed point number 6 in Table A.1) with different values for the higher order
coupling 9R2, h2, which is shown in Figure 8.13. Again all curves behave like p* (dashed
curves with the respective color), even for the case grz, 2, =0 (yellow curve) which
corresponds to Einstein-Hilbert. Furthermore the different signs of 9R2, 2, don't influ-
ence the orientation of the curves at is was the case in Figure 8.12, s.t. the orientation
seems to depend not only on 9R2, 2y but also an other theory parameters.

In summary a p* contribution is there in all cases. When only allowing for low order
and local curvature invariants this behaviour solely stems from R”, as a R* contribution
could be excluded (no overlap with the TT-mode of the graviton 2-point function).

S-projected graviton 2-point flow
The same analysis can be repeated for the flow of the S-projected graviton 2-point func-
tion. Figure 8.14 shown the analogon of Figure 8.12, i.e. the momentum dependence of
the S-projected flow of the graviton 2-point function in the range p? € [0, k] at different
fixed points (FP4 was excluded due to numerical integration problems) together with p*
fits (dashed curves with the respective color). The behaviour is again approximately p*,

0.0020

T T T T T T T

0.0015

0.0010 [

Flow" at EH FP

0.0005 - Flow{" at EH similar FP

Flowd" at FP; with gge 1z, <0

0.0000 [

-0.0005 -

~0.0010 ! ! ! ! L
0.0 0.2 0.4 0.6 0.8 1.0

R

Figure 8.14: Momentum dependence of the S-projected flow of the graviton 2-point
function in approximation 1 in the range p? € [0, k?| evaluated at different
UV fixed points together with polynomial fits in p> where p* is the highest
power (dashed curves)

but with less precision: Especially around p? = 0 the accordance gets worse. The main
difference to the TT-projected flow is that the overlap with a R? tensor structure is not
zero anymore, s.t. the p* behaviour could stem from both higher order couplings. This
applies already to the Einstein-Hilbert system, which behaves like p* as well (cf. blue
curve in Figure 8.14). Therefore both parts of the graviton 2-point flow show the same
characteristics, but the sources can be different.
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G-projected graviton 3-point flow
Due to the larger numerical effort the G-projected graviton 3-point flow is only investi-
gated at one single fixed point, in particular fixed point number 2 from Table A.1, which
was used in both cases before. The resulting momentum dependence is presented in
Figure 8.15. Keep in mind that one additional power of p? is caused by the G-projector
and has to be excluded in the analysis.
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Figure 8.15: Momentum dependence of the G-projected flow of the graviton 3-point
function in approximation 1 in the range p* € [0, k?] evaluated at UV fixed
point 2 (blue curve) together with polynomial fits in p*> where p* (green
dotted curve) or p® (red dashed curve) are the highest powers

Figure 8.15 reveals not only that the flow behaves like a polynomial with p® (red
dashed curve), but also that a p* fit (green dotted curve) is simply insufficient. Com-
pared to eq. (8.46), where contributions from higher order terms were suppressed, one
can observe the opposite here: A wa contribution appears (R? has no overlap with the
G-projected graviton 3-point function), which was absent for Einstein-Hilbert vertices.

Short summary

The three presented cases have one thing in common: They all feature a contribution
steming from a wa tensor structure, which is manifest due to the p* behaviour of
the fitted polynomials and the non-zero overlap of the wa tensor structure with the
mentioned flows. Nevertheless a more detailed view reveals differences: At graviton
level 2 the p* behaviour was already visible for the Einstein-Hilbert system, while graviton
level 3 behaves differently. Although the flows were investigated at many points in theory
space a restriction up to where the flows behave like polynomials in p? was not strictly
quantifiable. However large absolute values for YRz, h2, S€€M to destroy the polynomial
behaviour, but it is not clear if this is a technical artefact.
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8.4 Approximation 2: Einstein-Hilbert, R* and R’

Now the R? tensor structure is included in the vertices and the differently projected
graviton anomalous dimensions are not identified, s.t. only pp = ftne is implemented.
Some aspects of the 2" approximation were already investigated in [104] within a vertex
expansion. The main differences to the present work are a different choice for the
gauge parameter [ (here: 8 = 1 instead of § = —1), a tri/bi-local projection rather
than a derivative projection for the higher order couplings/anomalous dimensions and
a Newton's coupling extracted from higher order vertices instead of a Newton coupling
from Einstein-Hilbert vertices.

8.4.1 Fixed points analysis

The theory space is spanned by

{1thrrs As, IRh31 IRZ, 2, 932,}15}7 (8.48)

2

together with the anomalous dimensions 7y, (p?), nns (p?) and 7.(p?). Again all Einstein-
Hilbert parameters are computed from analytical equations. The different pole structure
and sign behaviour of the graviton propagator, which is displayed in Figure 7.7, changes
the corresponding physical requirement for the fixed points another time. A possible
fixed point has fulfill the conditions gra 2 >0 and gge 2 < —5gr2, 2, i it has to
be located between the light green and red planes in Figure 7.7.

The fixed point which was found in the latter mentioned paper exhibits the coordinates
(note that the cosmological constant at level 3 was identified with the graviton mass
parameter)

(Hhrrs g;%,h%’ G K2, g}“{Q’hg, Nher) = (—0.34,0.43,-0.41,0.91,0.77), (8.49)

)

with the eigenvalues
(—1.5+2.7i,2.4,8.3). (8.50)

Obviously this fixed point has only two relevant directions, i.e. as much as the Einstein-
Hilbert fixed point. In [102] a similar system (wa was traded for C?) was investigated
with background field flows and the found fixed point features three relevant directions.
Therefore the number of relevant directions is of special interest.

Setting 7, = 0 in the flows
A total of 1 086 points was sampled with a FindRoot algorithm. The clearly increased
complexity of the flow equations prohibited a sampling point density as high as for ap-
proximation 1. Before imposing the condition 74, < —2 the number of found fixed points
is 7, where one of them is again the Gaussian fixed point. All other 6 fixed points fea-
ture at least one anomalous dimensions which violates the above mentioned condition.
Therefore the fixed point analysis for 14, = 0 in the flows is over before it begun. Please
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note that all trivial points, e.g. the Einstein-Hilbert fixed points or similar were checked
and that nothing was found.

Including 7, in the flows
The system which contains the anomalous dimensions in the flows shows a similar be-
haviour as its counterpart in approximation 1. After sampling 162 points one is left
with 4 fixed points, which can be grouped as follows: Two of them violate the condi-
tion gg2 2 < _%gRﬁwh% and can be excluded. One corresponds to the case were all
Einstein-Hilbert parameters are zero and only the higher order couplings take non-zero
values (cf. left column in Table 8.7) and the last one is a non-trivial UV fixed point (cf.

right column in Table 8.7).

Couplings ‘ EH—0 Non-trivial FP

1 0 -0.5019
¥ 0 0.3479
Tins. 0 1.2272
gj%ﬁwh% c>0 -0.3298
* _1
Ire n2 3C 0.8180
o, at FP |
U () 0 -1.3906
* 2 —
M (5) | 52 -1.6298
mL () | 2 -1.4381
1. (0) 0 0.4318
s (5) 0 -0.0714
s (K2) 0 -1.5719
n: (k?) 0 -0.4842

Table 8.7: UV fixed point analysis indicating non-trivial behaviour for Einstein-Hilbert
couplings in approximation 2 for analytical IR H3, with 74, in the flows

Unfortunately computing the eigenvalues at the fixed points was not doable and hence
a full comparison to the two mentioned papers remains to be seen. The EH—0 fixed
point was already found in approximation 1 (cf. outer right column in Table 8.6). As
the flow equation of 9rz, n2, Was already checked and proven to be zero for vanishing
Einstein-Hilbert couplings let's test the flow equation of 9R2 p2: Plugging in gr2, h2, = C
and the three equations for the S-projected graviton anomalous dimensions (cf. eq.

(6.82)) evaluated at the three points p*> = 0,p* = ’“2—2 and p? = k?) into the defining
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equation for gz 52 (cf. eq. (6.84)) leads to

IRz p2 = (39R2,h§ +¢) ’j(9R2,h§7 c), (8.51)

wherein j is a rational function of the displayed arguments. The RHS of the latter
equation is zero if and only if grep2 = —%c as j doesn’t contain further roots. The
found value for 9gre n2 1s physically allowed, one only has to demand ¢ > 0. Computing
the anomalous dimensions at this fixed point doesn't lead to further limitations (cf.
Figure 8.11: For ¢ > 0 they behave well). Furthermore the Gaussian fixed point is
contained in the range as it was the case in approximation 1.

The discovered non-trivial fixed point (cf. right column in Table 8.7) has a compara-
tively large value for Newton's constant, but all anomalous dimensions stay under their
physical bound as they are not fully proportional to g3 anymore. Compared to the
fixed point found in [104] (cf. eq. (8.49)) the higher order couplings take at most similar
values while the two Einstein-Hilbert couplings are more dissimilar.

At last a word about further fixed points: It was explicitly checked if the system fea-
tures an Einstein-Hilbert or an Einstein-Hilbert similar fixed point, but the flow equations
of the higher order couplings take non-zero values at the Einstein-Hilbert fixed point and
no Einstein-Hilbert similar fixed point was found. Here one should note that both higher
order flow equations are strongly coupled due to the appearance of gg: 52 and IRz, 2,
in the nominator of the propagator with a regulator insertion.

8.4.2 Polynomial behaviour of the flows

The foreword to this subsection is essentially the same as in approximation 1, so let's
start with the analysis. As the search for fixed point with 7,, in the flows led to only
one fixed point all flows are simply evaluated at this fixed point.

TT-projected graviton 2-point flow
The momentum dependence of the TT-projected graviton 2-point flow in approximation
2 evaluated at the UV fixed point in the range p? € [0, k?] is displayed in Figure 8.16
as a blue curve. One can see that a fitted polynomial with p* as highest power of p?
(green dotted curve) is insufficient and that only a p® fit can reproduce the momentum
dependence of the flow. This is a very interesting result, especially in comparison to
approximation 1 (cf. Figure 8.12) where all flows were well described by a p* polyno-
mial. A p% behaviour can not be generated by the two lowest order curvature invariants
R* and R?,, also not by R? as it has no overlap with the TT-mode of the graviton
2-point function. If restricting the analysis to diffeomorphism invariant tensor structures
only more complicated combinations can cause such a behaviour, e.g. expressions which
feature additional covariant derivatives or are build of a non-trivial contraction of three
Ricci tensors. The observed result becomes even more interesting if one varies the higher
order coupling which corresponds to R? at the fixed point (cf. Figure 8.17). For the
values gg2 2 =-1 (blue curve) and -0.8 (yellow curve) a p* (dotted curves with the
respective colors) fit catches almost the momentum dependence of the flows while all
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Figure 8.16: Momentum dependence of the TT-projected flow of the graviton 2-point
function in approximation 2 in the range p? € [0, k] evaluated at the UV
fixed point (blue curve) together with polynomial fits in p? where p* (green
dotted curve) or p® (red dashed curve) are the highest powers

0.000 —

-0.005 -
——— Flowf" with gge rz=-1
Flow{" with g ;2=-0.8
——— Flowd" with ge 2=-0.6
-0.010 -

——— Flow{! with gge 1z=-0.4

——— Flow{{" at FP

-0.015

L L L L L L
0.0 0.2 0.4 0.6 0.8 1.0

2
2

Figure 8.17: Momentum dependence of the TT-projected flow of the graviton 2-point
function in approximation 2 in the range p* € [0, k] evaluated at the UV
fixed point with different values for IR 2 together with polynomial fits in
p? where p? (blue and dotted curves) and p (red, green and purple
dashed curves) are the highest powers
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larger values of IR2 02 need a p° fit (dashed curves with the corresponding colors). The
two latter plots indicate that the polynomial behaviour of the flow strongly depends on
the evaluation point in theory space. At some points the p® contributions are approxi-
mately vanishing while at other points they are definitely not negligible. A quantitative
version of this statement, i.e. a precise range where the p% coefficient plays a role, can
not be given here.

S-projected graviton 2-point flow
The S-projected version of the graviton 2-point flow evaluated at the fixed point is shown
in Figure 8.18. The blue curve denotes the flow, while the p*/pS fits are marked by dot-
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Figure 8.18: Momentum dependence of the S-projected flow of the graviton 2-point
function in approximation 2 in the range p? € [0, k?] evaluated at the UV
fixed point (blue curve) together with polynomial fits in p? where p* (green
dotted curve) or p® (red dashed curve) are the highest powers

ted /dashed green/red curves. Although a p* fit is reasonable and a p® fit doesn't offer a
significant improvement this result does not contradict the findings for the T T-projected
graviton 2-point flow (cf. Figure 8.16): It is not clear if the S-projected flow behaves like
p? for all accessible points in theory space. Consequently it is possible that the regions
where it eventually behaves like pb are not identical to those of the TT-projected flow.
Nevertheless the very non-trivial behaviour of the flows is enlarged once more and a
quantitative statement seems to be out of reach.

G-projected graviton 3-point flow
At last some words about the graviton 3-point function contracted with a G-projector.
The analog of Figure 8.15 is shown on the next page (cf. Figure 8.19). As for approxi-
mation 1 the flow behaves almost like a fitted polynomial with p® as its highest power.
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Around p? = 0 the accordance is less accurate but overall the p° fit is nevertheless
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Figure 8.19: Momentum dependence of the G-projected flow of the graviton 3-point
function in approximation 2 in the range p* € [0, k] evaluated at the UV
fixed point (blue curve) together with polynomial fits in p? where p* (green
dotted curve) or p® (red dashed curve) are the highest powers

reasonable. Interestingly the inclusion of a R? tensor structure does not change the
behaviour of the graviton 3-point flow (cf. p° fit in Figure 8.15).

Short summary

In approximation 2 almost all flows behave like a polynomial with p® as its highest power.
Such a contribution must stem from more complicated tensor structures. Furthermore in
the most cases it is the inclusion of the R? tensor structures in the vertices which changes
the behaviour from p* to pb. Together with the results from [18] this suggests that in
principle at most these terms appear, which are associated to the tensor structures in the
vertices with the next highest order. All higher contributions are definitely suppressed.
Moreover there seems to be a non-trivial interplay between the TT- and S-projected
flows: The highest power differs and may further depend on the specific point in theory
space, where the flows are evaluated. Summarized in formulas this reads

I+1

Z Ci,j,m p2m’ (852)

m=0

Q

Flowgnh) (7’1, o TG (p2l))

where ¢; ;,,, are real numbers and in some cases holds ¢,y ;,» ~ 0 depending on the
projection scheme ¢ and the point in theory space.
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O Conclusion and outlook

The influence of the higher order tensor structures R* and wa appearing in the ver-
tices within a vertex expansion in an asymptotically safe theory of quantum gravity was
investigated w.r.t. several physical properties. This included a clear distinction of the
TT- and S-modes of the graviton propagator to decouple the effects of the higher order
tensor structures. Furthermore the flows of the higher order couplings were extracted
via a tri-local momentum projection scheme from the TT- and S-projection graviton
2-point function, while the flow of Newton's coupling was educed via a derivative projec-
tion scheme at p? = 0 from the graviton 3-point function in the symmetric momentum
configuration. Moreover the momentum dependence of the anomalous dimensions was
taken into account.

At first the Einstein-Hilbert truncation was revisited: All former results could be repro-
duced and the influence of distinct TT- and S-projection parameters, which appear in the
respective components of the graviton propagator, was investigated. It was shown that
an identification of the latter mentioned parameters is not a reasonable approximation
as they behave totally different. Nevertheless technical limitations can enforce these
identification, especially when it comes to a numerical integration with a subsequent
interpolation.

The 2" extensive physical question concerned locality in momentum space. While
TT-projected flows in an Einstein-Hilbert truncation exhibit the desired properties to
achieve momentum local correlation functions all other flows, in particular S-projected or
higher order flows, do not possess these properties. As a consequence theory parameters,
which can only be extracted from S-projected flows, e.g. the coupling of &% on graviton
level 2, stem from non-local flows, which reveals a distinction of TT- and S-projected
parameters in the flows in a different light: On one side a distinction turned out to be
reasonable, but on the other hand S-projected parameters result from non-local flows.
Besides the higher order flows did not showed the desired momentum local behaviour.
This statement is even independent of the projection scheme. Thus at least the way of
evaluating momentum locality could be questioned.

Thereafter two systems were scanned for UV fixed points, in particular a system which
contained Einstein-Hilbert and R?, tensor structures in the vertices (approximation 1)
and a system which additionally included R? (approximation 2). To respect unitarity and
to avoid the poles of the graviton propagator which became more complicated due to
the inclusion of the higher order tensor structures physical conditions on the higher order
parameters were imposed. These restricted the validity of the presented approximations
to the momentum range p?> < k?. The anomalous dimensions appearing in the flows
were excluded as a start and respected afterwards. Both systems featured several non-
trivial UV fixed points which satisfy all physical requirements: Approximation 1 showed
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the well-known Einstein-Hilbert fixed point, an Einstein-Hilbert similar fixed point, a
fixed point which allowed several values for 9R2, h.o and required the Einstein-Hilbert
parameters to be zero and 8 non-trivial UV fixed points. Approximation 2 contained
a similar fixed point as approximation 1. One of the higher order couplings could be
chosen, the other one was determined by the first one via a simple and physically allowed
relation while the Einstein-Hilbert parameters were zero. Additionally a non-trivial UV
fixed point showed up, but no Einstein-Hilbert similar fixed point was found. All fixed
points which where computed from flows that included the anomalous dimensions were
not classifiable w.r.t. the number of relevant directions due to technical limitations which
prohibited the full computation of the stability matrix. This is a point where definitely
some improvements are necessary to conclude the fixed point analysis and to especially
answer the question how many relevant or irrelevant directions are introduced by the
two higher order couplings which are accompanied by marginal couplings.

At last the momentum dependence of the flows in the range p? € [0, k%] was inves-
tigated in both latter mentioned approximations. To that end the flows were evaluated
at some fixed point values or in their neighborhood and numerically integrated. Roughly
speaking the flows behaved very messy: In all cases they could be well described by low
order polynomials in p?, but the highest order of the respective fits differed a lot. The
findings indicate that the highest power depends on the projection scheme, the included
tensor structures in the flows and the evaluation point in theory space. But nevertheless
the highest order was at most one order higher than the highest order steming from
tensor structures which were included in the vertices. Therefore a non-trivial suppression
of even higher contributions could be confirmed.

The investigated systems beg several questions which require further investigations.
First of all it is generally not clear if the inclusion of higher order couplings in the
graviton propagator is physically reasonable er even allowed. This step causes many
problems at once: The pole structure of the propagator gets much more complicated
which affects the physical meaning of the on-shell condition. Furthermore unitarity,
which is in general a problem in four-derivative gravity theories, is spoiled, at least for
some momenta. Already the appearance of couplings in the propagator, which are not
associated with the mass of the described particle, seems to be doubtful. On top of that
another question mark comes in when identifying the higher order couplings at graviton
level 2 with those from graviton level 3 or even higher levels. In general the avatars of
couplings at different levels are related via complicated Slavnov-Taylor identities but it
is not clear if these simplify s.t. couplings appearing in the graviton propagator can be
reasonably approximated with those steming from graviton vertices, i.e. building blocks
which represent the interacting part of the underlying theory.

An ansatz to resolve some of these questions is to handle the higher order terms appear-
ing in the graviton propagator as expansion coefficients of the momentum dependence
of the graviton wave function renormalization constants. In this case one gets either ad-
ditional graviton anomalous dimensions or rescaled versions of the previous anomalous
dimensions, which feature a better resolved momentum dependence. Somehow or other
the p* contributions would be associated with the anomalous dimensions and not with
additional couplings. Consequently the flows of the higher order couplings have to be
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extracted from the graviton 3-point function, which is another point for improvements.
The inclusion of higher order tensor structures expands the complexity of the graviton
vertices tremendously and already tracing the flow diagrams was an extremely challeng-
ing task. Handling the graviton 3-point flow requires even more profoundly solutions:
Either a momentum derivative w.r.t. p* at p?> = 0 or a tri-local momentum projection
are required to extract the runnings of the higher order couplings. The 1% option is not
only technically challenging but also known to produce inaccurate results, especially for
momentum dependent couplings. Unfortunately the 2" option is simply out of reach in
the near future. In general a numerical computation beyond graviton level 2 shouldn’t
be touched. It is more important to improve the approximations which were necessary
due to technical feasibility, e.g. a clear distinction of the TT- and S-projected graviton
mass parameters or a higher sampling point density for both, but especially for the 2"
approximations.
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